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Abstract 
 

To develop adequate software project estimation models using statistical techniques, the consistency of historical 
data is important. This paper investigates this issue by looking into the consistency of the information contained in 
one of the most important fields in the International Software Benchmarking Standards Group (ISBSG) repository, 
that is, the project effort data field. This paper also presents an example of how effort data from projects that include 
a large number of project phases can be used for extrapolation, through a normalization process, to projects with 
fewer phases. The ISBSG organization has attempted to tackle this issue on the variability of phases included in the 
project effort field by deriving a normalized work effort field. This paper investigates this problem and reports on a 
number of related issues.  
 
1. Introduction 

In project management, the importance of planning, estimation and control is well known, and the problem of 
producing adequate estimation for software development projects has often been discussed in the literature [1-11]. 
This problem is not due to a lack of estimation proces s alternatives: expert-based, analogy-based, price to win, 
available resources -based and parametric models-based. Most estimation processes have defined steps such as the 
estimation of the size of the software (in lines of code, function points, etc.), which is then taken as input to 
estimation models based on the analysis of effort of past, completed projects. 

For benchmarking, as well as for estimation models and tools that require historical data, at least two 
prerequisites must be met: there must be enough historical data to ensure statistical validity, and the data must be 
homogeneous enough to provide meaningful interpretations.  

The International Software Benchmarking Standards Group (ISBSG), a not-for-profit organization, was 
established in the late 1990s [12] to improve software benchmarking and estimation by setting up a publicly 
available data repository. The 2005 ISBSG repository, release 9 (R9), contains information on 100 data fields for 
3024 projects; however, these projects might not contain information about all 100 fields that can be collected in the 
ISBSG repository, and only a subset of these are mandatory fields.  This ISBSG repository contains data originating 
from organizations across the world with projects from different industries which have used different methodologies, 
phases and techniques. Of course, the ISBSG captures information about the project process, the technology, the 
people, the effort and the product of the project, and has defined each of the fields to be collected in its repository 
with great care.  

Two of the key fields in such repositories are, of course, the size and effort fields. The effort data originate from 
organizations’ time reporting systems, which, in practice, vary considerably across organizations: one system may 
include effort from initial planning to full deployment, while another will only report effort for the programming and 
testing phases. To adequately record the required background information on the total project effort reported in its 
repository, the ISBSG asks data collectors to map their own life cycle to a standardized ISBSG life cycle with six 
phases: Planning, Specification, Design, Build, Test and Implement.  

In the ISBSG repository, total project effort is a mandatory field, while the effort per project phase is an optional 
one. This heterogeneity in project phases included in the effort data collected means, then, that the total project 
effort 1 recorded in the ISBSG repository has to be handled with care (e.g. the life cycle coverage is not identical 
across projects). A key challenge in data analysis using the ISBSG repository, as with many multi-organizational 
repositories where there exists the possibility of variability in life cycle coverage for the effort data is therefore to 
first assess the consistency of the data collected.   

The ISBSG has recognized this problem, and, in late 2001, developed a procedure to partially tackle it by 
devising a procedure to derive a new field, referred to as ‘normalized work effort’ for the purpose of partially 

                                                                 
1 The ISBSG refers to this total project work effort recorded as the ‘summary work effort’ 
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tackling the disparity of project phase profiles [14]. The purpose of this added field is to provide an indication of 
what the total effort of the project could be if the effort from the missing phase or phases had actually been reported 
and added to the total effort recorded in the ISBSG repository. The ISBSG normalization procedure has been 
described in internal correspondence [14] and has since been carried out manually by the ISBSG data administrator. 
It requires a number of steps and the use of some data fields that are not included in the releases made available to 
purchasers, in the industry, of a license to the ISBSG dataset. 

This paper presents an independent investigation of the consistency of the total project effort data originating 
from projects having different sets of phases, thereby revealing variation in the meaning and coverage of the effort 
field. This paper also compares some results from the analysis of the 2005 ISBSG repository with data reported by 
the ISBSG on the initial 2001 normalization procedure. 

This paper is organized as follows. Section 2 presents the data preparation procedures and an overview of the 
variability in the effort data field in the 2005 ISBSG repository, and section 3 presents an analysis of the ISBSG -
derived normalized project effort field.  Some summary remarks are presented in section 4.  

 
2. ISBSG variability in the effort data 
2.1. Initial data preparation 
Before analyzing the ISBSG data, it is important to understand how fields are defined, used and recorded, as 
recommended in [13]. In data set preparation, two verification steps must be carried out: data quality verification and 
data completeness verification. The verification of effort data quality analysis is easy: the ISBSG data repository 
manager himself carries out such a data quality analysis right at collection time, and records his judgment in a project 
field, and his rating will vary from very good (A) to unreliable (D). To reduce the risk of poor quality data and to 
improve the validity of the analysis reported here, projects with a data quality rating of C and D were removed prior 
to the analysis.  
 
In the ISBSG repository, not all projects have been sized according to the same functional sizing method. The 
IFPUG, COSMIC-FFP and Mark II methods are used, as well as a few others. In the ISBSG 2005 release, the sizing 
method applied to the greatest number of projects is the IFPUG method, with 2,562 projects. For the analysis 
reported here, only projects sized with this method have been retained. 
 
To identify the presence of variability in the total project effort field, it is important to understand that: 
A- not all projects provide information on which phases are included in the total project effort reported; 
B- when project phases are reported: 

• total project effort reported will cover a variety of combinations of phases; 
• not all phases have effort assigned to them; 
• for some projects, the sum of each individual effort phase might not be equal to the total project work 

effort, or, as the ISBSG labels it, summary work effort . 
 
In the repository, there may be any combination of the 6 phases defined by the ISBSG. The variability in the effort 
field is illustrated in Table 1 for the 2,562 projects measured with the IFPUG method and for which data quality is 
considered to be high. In this table, the columns indicate the project phases, while the rows indicate the combination 
of phases identified in the repository, i.e. there are 31 different combinations of project phases present in the 
repository. For example: 
- rows 1, 9 10 and 27 indicate projects with a single-phase effort;  
- rows  2, 3, 11, 15, 16, 25 and 28  indicate projects with a two-phase effort; and  
- row 72 and 22 indicate projects with the full, six-phase effort coverage.  
 
These different combinations of project phases will be referred to as project phase profiles.  
 
Row 32 indicates that 1,006 projects have no any indication of projects phases. Furthermore, since the ISBSG 
allows, on practical grounds, for a “partial life cycle” and for the “I don’t know” option, there are another 29 projects 
in row 6 without adequate information on the phase coverage for the effort data. It can be observed that there are 
only three phase profiles with over 100 projects in each, as follows: 
- profile 19 with 405 projects includes 4 phases (Plan, Specification, Build and Test); 
- profile 20 with 350 projects includes 5 phases (Plan, Specification, Build, Test and Implement); 

                                                                 
2 Profile 7 is labeled as a “full life cycle” and profile 22 contains all 6 phases: there is no explanation as to why these 
two profiles are different.  
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- profile 30 with 349 projects includes another combination of 4 phases (Specification, Build, Test and Implement) 
 
From Table 1, it can be seen that there are a number of projects where industry has indicated that the design phase in 
their development effort is too small for any statistical analysis (that is, profiles 5, 7, 21 and 22, for a total of 11 
projects). By contrast, for a large number of projects, there is an indication that the effort includes both the previous 
and later phases (that is, Specifications and Build). Since it would be surprising if recorded effort for such projects 
excluded the intermediate design phase, it can be postulated that, in industry, the time recording system does not 
segregate the design phase for practical reasons; that is, design-related effort could be included either in the 
specification phase or in the build phase. However, there is not enough documentation to reasonably postulate in 
which of these two later phases industry records design effort. 

 

Table 1: Projects and their phases in the ISBSG repository 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
With so much diversity in the actual content (and scope) of the collected effort field, and correspondingly so 

many possible combinations of phases recorded, how can meaningful benchmarking comparisons be carried out and 
adequate estimation models be built?  Of course, performing productivity benchmarking and building estimation 
models bas ed on projects where effort data do not share the same definition in terms of phases included is 
challenging.  However, not taking such disparities into account would be hazardous: indeed, calculating average 
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6 29       v    
7 5        v   
8 1   H/L v v v     
9 3      v     
10 5 v          
11 20 v   v       
12 7 v   v  v     
13 64 v   v v      
14 37 v   v v v     
15 3 v     v     
16 9 v v         
17 68 v v  v       
18 39 v v  v  v     
19 405 v v  v v      
20 350 v v  v v v     
21 1 v v v v v      
22 4 v v v v v v     
23 5 v v   v      
24 1 v v   v v     
25 1 v    v      
26 1 v    v v     
27 0  v         
28 8  v  v       
29 3  v  v  v     
30 349  v   v  v       
31 92  v  v v v     
32 1006         v  
Total 2562          v 
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effort, for instance, can be done meaningfully only within a specific profile, and each profile should be dealt with 
distinctly; unless, of course, some of them could be normalized. 
2.2. Second level of data preparation 
Can some profiles be merged under reasonable conditions? One strategy could be to identify the various profiles and 
determine whether or not the information found in the profile with the greater number of phases could be used to 
extrapolate information to the adjacent profiles (that is, where only a single adjacent phase is missing). If so, such 
adjacent profiles could be merged under some reasonable assumptions to provide a new sample with a greater 
number of projects. In the initial phase of this research, the profiles with only one missing phase from a reference 
profile are investigated.   
  
For ease of reading, each phase effort profile is labeled here with an acronym representing the phases included (1st 
letters).  For instance, profile 3 (Build-Test) is labeled BT; profile 4 (Build-Test-Implement) is labeled BTI, etc.  
 
In Table 1, the profile with the most inclusive number of phases is PSBTI (profile 20). The other profiles, which are 
adjacent, are: PSBT (profile 19) and SBTI (profile 31). These three profiles are listed next in Table 2; they 
correspond to 3 of the 4 profiles with the largest number of projects in their profiles (ranging from 92 to 405 projects 
per profile).  
 
However, not all projects with phase tags also have concurrently detailed effort by project phase. Since only projects 
with effort data recorded by project phase can be analyzed, the sample size is reduced significantly: for instance, for 
the PSBTI profile, out of the 350 projects in this profile, only 113 have detailed effort data by phase (Table 2, 
column 3).  
 
In addition, after verifying for the consistency of the detailed effort by phase with the total project effort recorded, 37 
projects had to be dropped from further analysis, thereby leading to a sample of only 76 projects which meet this 
consistency criterion for our analytical purposes (Table 2, column 4). Profile 19 ends up with 100 projects and 
profile 31 with only 3 projects. 
 

Table 2: PSBT-related profiles: with phase tags and effort data by phase 

 Number of projects 
Project 
Profile 

With phase 
tags 

With detailed 
effort by phase 

Phase effort consistent  
with Summary Effort 

20: PSBTI 350 113 76 
19: PSBT 405 200 100 
31:   SBTI 92 12 3 

 
2.3. Third level of data preparation 
Before calculating the average effort of each phase of the 76 projects in the PSBTI profile, it is important to verify 
whether or not there are obvious outliers or unusual patterns in terms of effort recorded in each project phase. An 
obvious outlier in the effort and planning fields was identified and removed3. The size of the sample then dropped to 
75 projects. Furthermore, another unusual effort pattern was identified: 34 projects had, on average, 98% of the effort 
recorded in the specification phase, and less than 1% in each of the other 4 phases (Table 3). Of course, for the 
purposes of our analysis, these projects must also be discarded. In summary, out of the 350 projects with a PSBTI 
profile, only 41 projects have detailed and credible effort data recorded by phase (e.g. 12%).  
 

Table 3: Average effort distribution for 34 projects for with very high Specification Effort 

Phase P S B T I 
34 Projects 0,1% 98,5% 0,7% 0,5% 0,2% 

 
Table 4 displays next the average distribution of effort for the 41 projects with the PSBTI profile, 62 projects with 
the PSBTI profile (when outliers and unusual patterns4 are removed) and only 3 projects for the PSBT profile.  
 
 
                                                                 
3 The project with the greatest amount of effort had no size in function points assigned to it. This project is therefore 
of no use either for benchmarking or for estimation purposes.. 
4 For the PSBT profile, 48 projects had 94% or more of the effort, in the specification phase alone. 
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Table 4: Average effort distribution for the PSBTI (excluding outliers and unusual distributions)  

  Project Phases - % Effort 
Profile No. of 

Projects 
P S B T I 

PSBTI 41 9,1 24,7 39,1 19,7 7,3 
PSBT 62 11,2 18,3 34,6 35,9 0 
SBTI 3 0 27,6 49,0 15,3 8,1 

 
3. Analysis of the ISBSG Normalized Effort 
3.1. ISBSG normalization extent  
It is reasonable to verify how information from R9 compares to the data used in 2001 by the ISBSG to derive their 
normalization procedure, and to ask how extensively has the normalization of phase effort been performed in ISBSG 
R9.  Table 5 presents the 2001 data provided by the ISBSG [14] for the same three profiles (PSBTI, PSBT and 
SBTI)5.  In the PSBTI profile, the 2001 effort for the planning and implementation phases are respectively 9.3% and 
7.3%.  
 
 An important assumption made in the ISBSG -generated normalization process is that all three profiles, PSBTI, 
PSBT and SBTI, would have the same effort distribution if they had the same number of phases. This means, for 
instance, that the 9.3% effort in the planning phase of the PSBTI profile is used by the ISBSG to extrapolate the 
missing planning phase in the SBTI profile; put differently, this means that the effort recorded in the PSBT profile 
would correspond to 92.7% of the effort in a PSBTI profile. Similarly, the 7.3% effort in the implementation phase 
of the PSBTI profile is used by the ISBSG to extrapolate the missing effort data in the implementation phase of the 
PSBT profile. This illustrates the ISBSG -generated effort normalization process to recalculate what could have been 
the full phase cycle effort of the project, and from there the ISBSG -simulated normalized work effort was added as a 
field.  
 

Table 5: Profile percentage from internal ISBSG correspondence (referring to 2001 data) 

 P S B T I # 
Projects 

PSBTI 9.3 19.4 47.4 16.5 7.3 47 
PSBT 11.3 22.0 39.1 20.3 (7.3) 11 
  SBTI (9.3) 15.1 46.6 23.2 5.7 9 

 
Comparison of data for the PSBTI profile in Table 4 (verified detailed data by project phase – 2005) and Table 5 
(ISBSG -generated effort normalization approach – 2001) indicates that the planning and implementation phases have 
very similar ratios of effort (9.1 and 9.3 for Planning, and 7.3 for Implementation (for the other phases, the 
differences across the two datasets are much larger per phase)6. 
 
This suggests that the basis for extrapolation of the missing information for these two phases is reasonably consistent 
for these adjacent profiles across both the 2001 and 2005 releases.  
 
However, it is not sufficient to find a way to compensate for missing phases, as the adjustment factor must not 
introduce any significant bias. In statistics, a population is characterized by its average and its mean value. Table 6 
presents the average and means of the three profiles studied to date, including the subsamples (1,3,5) with only the 
phase indicators, and the R9 samples (2,4,6) with detailed effort data by project phase. In addition, line 7 corresponds 
to the concatenating of the projects with detailed effort data by project phase (that is, lines 2, 4 and 6 together). 
 

                                                                 
5 The ISBSG normalization process starts with an analysis of the Effort level data field [14].  This field is not made 
available in the ISBSG Releases. There was therefore no attempt to replicate as is the ISBSG normalization process 
for the effort data field. 
6 Considering that the ISBSG normalization includes an additional preliminary step – Footnote 5 – this introduces 
some extraneous factors in the comparability of tables 4 and 5; for instance, it could partly explain why there is 
higher Build percentage in the ISBSG normalized data for the PSBTI profile.  Of course, this would need to be 
verified, should the full detailed data set be available. 
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To ensure that the aggregate profile of row 7 has no significant bias, it is compared with the population of row 1, 
which is the point of reference in terms of profile.  
 

Table 6 : Statistical characteristics of profile samples 

# Profile No. 
projects 

Avg 
(Effort) 

σ 
(effort) 

Avg 
(size) 

σ 
(size) 

1 PSBTI 350 6379 12969  473 841 
2 PSBTI 76 4417 5889 435 623 
3 PSBT 405 4802 7557 544 981 
4 PSBT 100 5311 6613 553 573 
5 SBTI 92 7132 13793  352 539 
6 SBTI 3 35042  50903  1121 191 
7 Cont2-4-6 179 5705 10189  512 604 

 
 
 
It is found that the average of the population on row 1 is not significantly different from that in row 7 (i.e. the 
hypothesis that both averages are the same is accepted if Zcalculated = 0,65 < Z0.05 = 1,6). However, the same cannot be 
said about the variance of the two populations; the normalization process changed the variance of the population (i.e. 
F= s1

2/s7
2= 129692/ 101892 = 1,62 > F0,95(349, 178) = 1,24 ). 

 

Where Zcalculated = 

179
10189

350
12969

44176379
22

+

−
 

 
 
 
3.2. Extensivity and range of the ISBSG normalization 
To investigate the question of how extensively this effort normalization has been performed by the ISBSG for this 
field, the full data set was looked at. It was observed that normalization had been carried out for only 43% of the 
dataset: for 1,465 projects out of the 2,562 projects initially qualified for our analysis (e.g. 57%), the value of the 
added normalized effort field was the same as that of the summary work effort: that is, the ISBSG has considered 
that no data normalization was required or possible. Indeed, an analysis of the data set indicates that most of these 
projects are tagged to indicate that the effort recorded was for all project phases, or that the scope (number of phases) 
is unknown and that normalization is not possible.  
 
To verify the range of normalization, the ratio between the summary work effort and normalized work effort has 
been calculated for each project within a specific profile.  
 
Analysis of the ratios obtained using the above definitions indicates that they are not the same within profiles. For 
example, for PSBTI (profile 20), the calculated ratio between the summary work effort and the normalized work 
effort varies from 0.56 to 1.  For instance, in the PSBTI profile, the project with a normalization ratio of 0.56 has 
effort for only one phase, which means that the ISBSG has extrapolated data for the other 4 phases all together. 
Similarly, even if the presence of effort determines the profile, some projects with the same profile may have slightly 
different normalization factors: it is not clear whether this is due to rounding discrepancies or to other factors that 
only have a very small impact on the normalization factor. In addition, for some projects the summary work effort is 
not normalized, even though some projects with the same profile (the same set of phases) have been normalized. 
This needs further investigation.  
 
Of course, the ISBSG normalization process is based on more information on the nature of the projects (such as 
effort by developers, development team support, computer operations involvement and end-users) [14]; however, the 
normalization procedure is not transparent, making independent verification challenging. 
 
4. Concluding remarks 
Data provided by different organizations can generate a very heterogeneous database, as observed in section 2. To 
develop adequate software project estimation models using statistical techniques, the consistency of historical data is 
important. This paper has investigated this issue by looking into the consistency of the information of one of the most 
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important fields in the International Software Benchmarking Standards Group (ISBSG) repository, that is, the project 
effort data field. This paper has also presented an example of how effort data from projects that include a large 
number of project phases can be used for extrapolation, through a normalization process, to projects with fewer 
phases. 

To analyze such data adequately, the ISBSG has a number of additional descriptive fields which can be used in 
modeling relationships across fields. However, these additional descriptive fields are a mixed blessing: on the one 
hand, they allow better characterization of projects with similar characteristics. 

On the other hand, this leads to two major issues in data collection and data analysis: 
• the missing data in many of those complementary explanatory fields lead to much smaller usable samples with 

less statistical scope for analysis and a corresponding challenge when extrapolation is desirable; 
• with more than one field to indicate specific information, fields may contradict one another, leading to 

inconsistencies – data analysts must then either make an assumption on which field is the correct one or drop the 
projects containing contradictory information. 

 
The ISBSG has attempted to tackle this issue on the variability of phases included in the project effort field by 

deriving a normalized work effort field. This paper has investigated this problem and reported on a number of related 
issues.  
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