Unscripted Narrative for affectively driven characters
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Abstract

The paper presents requirements for the designsafripted
(emergent) dramas based on research into roleAglayi
games. It considers the FearNot! demonstrator iti- an
bullying education as a sample implementation, cideisig
the architecture of its affectively driven intebigt
autonomous characters. It presents a comparatalaation
of the unscripted version against an earlier setiptersion,
examines related work and further development & th
emergent narrative approach.
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Introduction

The video games industry has successfully demnetastr
over the last two decades that virtual charactersyal
worlds/environments and even virtual societies czach
and entertain very large numbers of end-users. Memne
with some exceptions (for example The Sims, Blacl a
White) much of the development effort over thisipgthas
gone into improving the quality of the graphicsheatthan
developing more functional or autonomous charagcters
new approaches to interactive narrative. Directoachas
been prioritized and the current representationasfative
in today’s video games (a cinematic, tree-basedoz)
has become a means of invoking action sequenckesrrat
than relating to the story experience or any oveakrative
drive. However, the emergence of educational agiidins
and the developing interest of the education conityiim
the use of Virtual Reality (VR) technologies hassed
important issues of narrative articulation and ystor
representation in virtual environments. Since act®less
of a focus in educational applications, the maicutohere
has switched from the linking of direct action senges
involving the player/user to the smooth articulataf role-

play and educative content (i.e. role-playing, gttdling
and participative activities).

The research reported here on the Emergent Nagrati
concept [1] aims at the definition of a narrativedry
adapted to the VR medium (whether game or VR
application). The inherent freedom of movement prap
VR, an indisputable element of immersion, collideith
the Aristotelian [2] vision of articulated plot euws with
respect to the given timeline associated with tioeysin
display. This narrative paradox can only be obskrive |
interactive VR applications and it does not seessjide to
resolve it through the use of existing narrativeotiies.
From Plato’s story definition [1] and Aristotle’slop
consideration, all the way to Propp’s meta-struadtur
narrative articulation [3], Campbell’s cyclical dimams [4]
and Barthes and the French Post-Structuralism’sltum
analytical masterpiece [5], one novel element must
confronted: interactivity.

A form in which the audience is not static and Has
option of interacting with the characters or ennir@nts of
the story brings another dimension to storytelittggether
and extends the boundaries of both narrative aeatnd
articulation. A story can from now on can not ohby told
by the author/poet directly (Diegesis, in Plato’s
terminology [1]) or shown to the audience throubé tise
of characters (Mimesis), but, also be experiencetlli@ed
through — and the user cannot be forced to be where
specific plot is happening and do what it requinéthout
destroying their suspension of disbelief and seonfe
immersion in the virtual world.

The emergent narrative solution

The emergent narrative concept presented in thik o
based on the idea that a story, as well as beittpead and
displayed in the classical way, caonder specific



conditions that are the subject of this investigation, also

emerge directly from the interactions between iffeiknt
protagonists and build itself from the causal retahips
between its different elements.

Since narrative theories do not currently dealhwit

interactivity and present a rather restrictive cdeation of
the user with respect to story articulation, weehatudied
forms that break with the plot-directed stance aralmore
participative and interactive in their narrativepegach.
This includes improvisational and interactive forra
theatre such as Boal's Forum Theatre and streatrth{g],
Reality TV, the role of Non-Player Characters (NP®@s
video games and in particular Role Playing Gamd338)
in their many forms and aspects (i.e. cooperating a
conflicting board-based, and live).

Emergent narrative does not abolish authoring:eraith
changes its requirements. The author must credés,ro
environments, props and relationships accordirggdgtobal
vision of the whole experience rather than a lirgat. If
characters are to interact intelligently and megfiiity
between themselves, their different potential refethips
with each other must have been thought throughtlasid
place in the world must have been clearly estaddishn
addition to the creation of both worlds and chaecthat
would be likely to interact in interesting and putelly
dramatic ways, the author must formulate the gptimand
emergence of situations likely to trigger the didfet
protagonists into action and decision-making. Tiaiises
the question of dynamic narrative control withinisth
approach. While — as in most expert system projeittss

Research into RPGs was mainly empirical sinceghou
there is some practitioner literature, there arey View
scholarly resources available for their detailedigt Using
the approach of knowledge engineering, three experte

not yet feasible to model the whole of a human Game
Master's (GM) expertise, the knowledge acquisition
exercise already mentioned showed that elementhi®f
expertise, in the form of techniques used by a GM t

in cooperative board-based RPGs (‘cooperative’rsefe

the party carrying out the RPG quest), one in dctiriy

board-based RPGs (where the party have confligioads)
and one in live RPGs were interviewed in depth gisgin
professional knowledge acquisition system: KAT Bail

[19]. Expertl has more than 20 years experience a:
gamesmaster in cooperative board-based RPGs and was

2001 world champion in an international RPG contjoetj
expert2 also has more than 20 years experienaeimng
short competitive RPGs; expert 3 has more than dsye
experience as a full-time professional working #ofocal
authority on educational live RPGs. The KA tool waed
to extract story management rules, discussed ire metail
in [12] — a subset can be seen in Table 1.

In an emergent narrative, narrative unfolding ésd
significance are integrated threads of a singlecgss,
made of narrative tensions, causal links, logical a
affective decisions, personalities and prioritiddus it
replaces the artefact-based view of narrative with
process-based view. Most of these elements areeinht®
the characters, users or not, and replace the pboé¢he
single protagonist at the centre of the story. sThu

character-based approach is not composed of aesingl

storyline to which the different characters mustfoom in
order to give sense to it, but of as many storglias there
are characters. It is this multiplicity of stongimthat makes
it a suitable approach for interactive drama artdractive

experiencing. Although such an approach and adgeacia

techniques function well in the world of RPGs itshibe
adapted to direct computational implementation.

From a theoretical point of view, the articulatioh a
process-based narrative model suggests a gredter foa
multiple character-based experiences over lesatsegblot
and tree-type approaches.
perspective, since each character is in the cefithés/her
narrative, the focus of development
implementation must be oriented towards the corapkss
of the character.

control the game’s unfolding, can be modelled.

Context

Trigger type

Character Management

The player is not
interacting / not
attentive

The player is
suicidal

Drama Management

Action takes
longer than
expected

Unexpected
branching of the
story

Player incorrectly
determines what
to do next

No interaction
when there is an
opportunity

Player is taking
obvious and
unnecessary risks

The player has
insufficient
information to
proceed

The player is
acting out of role

Player pursues
wrong goal, goes
in the wrong
direction

Event type

Send an NPC to
directly interact with the
player and prompt a
reaction

Remind character of
potential
consequences of its
actions

Send NPC to assess
knowledge and
highlight gaps (hints)

Remind roles and
rules, bring next
encounter

Give hints they are
going the wrong way,
or emptiness

From a more practical

in an actual

Table 1: Examples of character and drama triggéreaent types

While a rich definition of character and modellirgg
elements of GM narrative control are essential e t
success of the research presented, the definitfoano
autonomous affective agent framework is the keyitdo
realization and implementation. Since the charéastat the
centre of narrative development from both its owd ¢he
system’s perspective, the development of intelligegents
that can react and therefore act autonomously ureréain
stimuli (narrative, emotional, personality-related§ a
requirement for translating theory into implemeiatat
Affect is seen as central to the creation of upsed



narrative since it both produces dramatically ieséing
action-selection and the accompanying expressive
behaviour required to establish the context of@ioa in a
character’s motivations. In the rest of this paperdiscuss
an initial experiment in implementing emergent ative,
carried out in the European Union Framework V pbje
VICTEC (Virtual ICT with Empathic Characters). The
agent framework developed for the project allows th
construction of virtual intelligent agents that esgs and
react to emotions in a natural and meaningful wahas
been designed so that it does not only apply tespeeific
context of school bullying, but can be used in there
general realization of emergent dramas.

The Fear Not! application

VICTEC, involving five partners in the UK, Germaand
Portugal, sought to apply virtual dramas acted luBD
graphically-embodied characters to what is known
generically in the UK as Personal and Social Edonat
(PSE). This covers topics such as education against
bullying and racism, on drugs, including smokingdan
alcohol, and sex education. A common thread inethes
topics is that knowledge in and of itself is noffisient to
meet the pedagogical objectives, since attituded an
emotions are at least as important in producingreids
behaviour. For this reason, techniques such ad-gnaaip
discussion, role-play and dramatic performance thyatre-
in-Education TiE) groups may be used.

The project aim was to create some of the impact of
dramatic performance through virtual dramas. Theciio
topic selected was anti-bullying education. Effeetihough
TiE is in this domain, it is necessarily collectiand in any
group it is very likely that some individuals wile victims
of bullying by some other and will be inhibited iheir
participation. This suggested a virtual drama aapibn
that could be used by the individual.

The aim of the FearNot! (Fun with Empathic Agents
Reaching Novel outcomes in Teaching) demonstrats w
to allow children to explore what happens in bullyin an
unthreatening environment in  which they took
responsibility for what happened to a victim, witho
themselves feeling victimized. The creation of ampathic
relationship between child and autonomous characer
seen as the mechanism through which this sense of
responsibility would be achieved, so that the chikkr
would really care what happened to the victimized
character. The child was asked to act as an ‘ioléisi
friend’, and to give advice which would influenchet
behaviour of the victim without undermining its aabmy
of action and the child’s ability to believe in &s a
character with an independent inner life.

The interactional structure of FearNot! was inspibg the
Forum Theatre approach developed by Brazilian diiama
Augusto Boal [5] in order to incorporate theatr®ithe
development of political activism. In this draméitiem, an
audience is split into groupwith each group taking
responsibility for one of the characters in thama.

Between episodes of dramatic enactment, gachp meets
the actor, who stays in role, and negotiates wvigmt what
they should do next in the drama, respecting tmstcaints
of their role and character. This structure of dadm
episodes divided by periods in which advice cagitsen

to a character has been adopted for FearNot! agnsho
schematically in Figure 1.

COPE

A

COPE

>0

Figure 1: Interactional structure of FearNot!

The session starts with an introduction to the ethod the
characters (I) and then a dramatic episode foll@ysin
which a bullying incident occurs (sdéigure 2 for an
example). The victim then asks the child for advioe
dealing with this, and the child suggests a copielgaviour
(COPE). This structure is repeated — currently éwisut
with a target of five or six episodes — and a sempl
educational message (F) is displayed, followedrbgraine
questionnaire (QA) assessing how far the child pah
itself in the shoes of the characters just seen.

The Fear Not! agent framework

The agent architecture used in the FearNot! detrains
is shown inFigure 3. Since the events during an episode
are to be driven by character interaction, the aippl-
driven agent architecture forms a central parhefgystem.
With an emergent narrative mechanism, it is théitplof
characters to autonomously decide upon their owiores
— their action-selection mechanism — that determite
narrative. Each agent in the world (the charagierfeives
the environment, through a set of sensors (alloving
perception of events, objects, etc. in the world) acts on
the environment though its effectors, allowing eliént
actions to be performed (for example, a bully méythe

Figure 2: A bullying incident



victim and the victim may cry). Upon receiving arqapt
(for example, the presence of another agent obgtt or
even an action from another agent) the agent aggwais
significance and triggers the appropriate emotions.
Additionally, if a goal has become active, it vallid a new
intention to achieve the active goal.

The agents’ behaviours, rather than being gereiate
conventional planner are fundamentally influencgdheir
emotional states and personality. Their emotionatus
affects their drives, motivations, priorities and
relationships. FearNot! provides two distinct levial both
appraisal and coping mechanisms. The reactive leve
provides a fast mechanism to appraise and reazigiven
event, while the deliberative level takes longereact but
allows a much more complex and rich behaviour.

The appraisal process feeds the resulting emadtstate
into action-selection at two different levels: tlwdtaction-
tendencies and that of coping behaviour. For exeyipl
the victim character starts to cry when bulliedjsitnot
because s/he has a goal that involves crying —ishan
innate reaction to a particular distressed emolictate
and the inability to fight back.

The emotion model

The emotion definition adopted is that of Orto@yore
and Collins (OCC) [7]. The OCC model is an approach
based on appraisal of the affective valence (gaobaol)
and intensity of the impact of an event, and the
classification of emotions it defines can be sesnaa
hierarchical taxonomy of 22 emotion types. Usings th
model, emotions are represented in the architedtyréhe
following attributesiTable 2]

Appraisal -

Reactive Level

s >
wensors Deliberative Level

(Prospect Based
emotions)
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orld Agent model’
+
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Figure 3: The FearNot! affective agent architecture

Each emotion type can be realized in a variety tdtee
forms with varying degrees of intensity (i.e. eroatitype

Fear can generate an emotion range from concern to

petrified). The attribute Valence describes theusal
positive or negative, of the reaction that origathtthe
emotion, while the target and cause attributes help
addressing and accessing both emotional impact an
potential answer to the stimulus.

Attribute Description

Type The type of the emotion being experienced

Valence Denotes the basic types of emotional response
(positive or negative)

Target The name of the agent/object towards the emotion
is directed

Cause The event/action that caused the emotion

Intensity The intensity of the emotion. A logarithmic scale
between 0-10

Time-stamp  Moment in time when the emotion was created

Table 2: VICTEC agents’ emotion attribute

As a dynamic process, the intensity of an emotiaistrbe
attenuated through time from the moment it is gateet
onwards. This was modelled using Picard’s [8] decay
function for emotions, where intensity is charaiett as a
function of time. At any time (t), the value foretintensity
of an emotion (em) is given by the formula:
Intensity(em,t) = Intensity(em, t0) . @ %

The valued (decay)determines how fast the intensity of
this particular emotion will decrease over timeeTNalue
Intensity(em, t0), refers to the value of the intensity
parameter of the emotioen) when it was created.

OCC can be used not only for a character's apgraisa
system, but also to define a character’s persgnditis is
set in our model by specifying for each charactsing
XML:

< emotional thresholds and decay rates for eatheof

« 22 emotion types defined in OCC.

« the character’s goals;

« a set of emotional reaction rules;

« the character’s action tendencies;
Ortony et al associate a threshold and decay riteeach
emotion type, where the threshold specifies a dbtara
resistance to an emotion type, and the decayaatbefore,
specifies how fast the emotion decays over time.

According to OCC, when an event is appraised, the
created emotions are not necessarily “felt” bydharacter.
While the appraisal process determines the poteafia
emotions, such emotions are added to the character’
emotional state only if their potential surpassesefined
threshold (specific to each emotion). Even where an
emotion passes the threshold, the final intensityiven by
the difference between the threshold and the Initia
potential:

Intensity(em) = Potential(em) — EmotionThreshold(em)

Thus a calm character will have a high threshold an
strong decay for the emotion typeAriger, will thus rarely
experience anger, and then with lower intensities far a
short period of time. It is possible to have twamtters

OIwith the same goals, standards and behavioursréaat

differently to the same event (by having different
thresholds).



Operator
Action: GetUp
Preconditions:
Property: ?SELF(Status) Op: != Value: Stand
Effects:
Prob: 1.0 Property: ?SELF(Status) Value: Stand

Figure 4: Operator example

The appraisal mechanism

As shown in Figure 1, the appraisal mechanism is
composed of two distinct layers. The reactive layer
appraisal is handled by a set of emotional reactides,
based on Elliot's Construal Theory [8]. A reactinre
consists of an event that triggers the rule andieslfor
OCC appraisal variables affected by the event (ditity,
desirability for other, praiseworthiness etc).

The deliberative layer is responsible for apprgsi
events according to the character’'s goals, thugrgéing
OCC prospect-based emotions like hope and fearNe¢a
includes two of the OCC goal typeagtive-pursuit and
interest goals. Active-pursuit goals are goals that the
character actively tries to achieve (i.e. goingataental
appointment) whileinterest goals represent goals that the
character has but does not pursue (i.e. avoidiriinge
hurt). The OCCreplenishment goals are not used since
they could be considered adive-pursuit goals with cyclic
activation and deactivation.

When an event is appraised, the deliberative lelvetks
if any goal has become active, and if so, an iidanto
achieve the goal's success conditions is creaekrgting
hope and fear emotions according to the goal’s gividity
of success. At the same time, this layer monittiracive
goals and actions chosen to achieve them, upd#tiag
probability of action effects thus changing plan
probabilities and generating new hope/fear emotions

The action selection and coping mechanism

Like the appraisal mechanism, the action selegqiimtess
is composed of reactive and deliberative levels.

The reactive layer consists of a set of actioesuleach
contains a set of preconditions that must be musrder to
execute the action and an eliciting emotion thggérs this
particular action. The action set is matched agaiii the
emotions present in the character’s current ematistate
and the set of rules with positive matches is at¢id. The
action rule triggered by the most intense emot®ihien
selected for execution. If more than one actiore rid
selected (i.e. triggered by the same emotion), rtiwest
specific one is preferred.

To build the core of the deliberative or copingelawe
implemented a standard partial-order continuousda
[14] and extended it to include emotion-focused icgp
strategies in addition to the common planning oiena
[22]. The planner selects the currently most imtens
intention, which corresponds to the goal generatimg

5

most intense fear or hope emotion after appraiaalbdeen
carried out.

More than one plan may be generated for this taygal
and the planner selects one in order to continaenihg or
execution. Once the selected plan is brought iotug it
generates hope/fear emotions, including emotionsezh
by action threats to interest goals. The continygasner
will then either remove a plan flaw or execute atica if
the plan is complete.

Plans are modelled as a set of operators alony wit
ordering constraints, causal links, binding cornstsaand
open pre-conditions.. Operators are a slight meatitbn of
STRIPS [9] operators, associating probability valuéth
the effects.Figure 4 shows the operator for th@etUp
action. In order to get up, the agent cannot beady
standing up. This condition is represented by theracter
status property, which has to be different fromatst’.
Since this property has one of the three valuetarit®,
“LieDown” or “Sit”", the character may get up ifig seated
or lying down.

Emotion Focused Coping

Marsella and Gratch [18] introduced the use of émnatly
focused coping in planning processes. This works by
changing the agent's interpretation of circumstance
lowering strong negative emotions, and is oftenntbin
humans, especially when problem-focused copingn@ct
on the environment) has low chances of success.

The FearNot! deliberative planner uses the emotion
focused strategies ofcceptance, denial and mental
disengagement. Acceptance is the recognition that
something cannot be achieved, so that failure ieted.
When a plan has a very low probability of succehks,
planner will accept plan failure and will not try improve
it. If no other plan that achieves the goal rematihe goal
also fails. But the most important role of acceptaris
when a plan step threatens another goal (say anesit
goal protected condition). If the active pursuitabo
generates stronger emotions than the threatenededtt
goal, the plan is maintained and the protected itiond
failure is accepted. Otherwise, the plan will bembed.
Mental disengagement is used whenever acceptance is
applied and works by lowering the goal’s importafitels
lowering the disappointment experienced by theaittar).

Traditional planners deal with threats by applying
promotion or demotion, i.e. by moving the threatgnétep
to be before or after the threatened step. In madio this
process, the deliberative layer can use denialketd dith
such threats. If the step effect that threatenscthlition
does not have a very high probability of happenitng,
agent can ignore the threat assuming that the tefiéc
never happen by lowering the effect probability.

The agent architecture we have discussed heregine
planning and coping system are affectively driveffers a
useful test platform for the computational impletagion
of the emergent narrative concept described eahfideed,
since the agents are emotionally driven, any dicarit



interaction with a child user or another agent weult in
the alteration of the agent’s emotional state.

Since the agent makes decisions based on that amabti
state, this potentially affects its perception ofi@ans and
alters the probability of plan success and the ltiagu
feelings of hope and fear. This, in turn, influendhe
actions selected for execution by the agent aralvallfor
the unfolding of narratives different in form andntent
(i.e. according to their context) without the netmt
scripting them.

The Fear Not! visualisation system

Figure 1 shows only a part of the FearNot! architee:
the ‘agent mind’ that controls the behaviour ofharacter
and the virtual world model to which it is linkegt sensors
andeffectors. Underlying this is a client-server architecture
[Figure 5] in which control modules are linked to the
world model via sensors and effectors handled bgreeric
message-passing system. In this generic framewtbik,
agent minds, the user (just another agent), a Sfgager
(responsible for initialising episodes) and a Viglanager
all operate around the symbolically-representedtrakn
world model Figure 6].

This virtual world that the characters inhabipissented
to the user through a visualization system. ThewVie
Manager, a special agent (which does not repreaent
character) with the power to listen to all the dsethat
occur in the virtual world, has the task of tratista those
events to a specific visualisation system, whiclthie case
of FearNot! was the game engine WildTangent. Irs thi
process, the characters’ actions (expressed
effectors) are translated into a sequence of vietioms.
The parameters passed via the effector are usspettify
the way the character will be visualized - for epdanthe
character’s facial expression — as well as to mapner
actions on to animations defined in the visualigati
system. This modular separation of Al and graphics
components makes each editable or replaceable:
WildTangent could be replaced by, for example, @hre
Tournament, or even a 2D engine without having to
reimplement the virtual world or agent minds. Otihat
part of the View agent oriented specifically to tMiangent
would have to be changed.

This approach is very different from that commonly

Control I World Model
Module |:|
Control Messag I:]
Manager| I:l |:|
Control ! D I:l
Module W\
AR\
i ¥ W\
Clients \ . Server
\
QMessages

Figure 5: Clier-server architectu
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E— //) Sequencer
User Model =
(“needs™) .
I 4 View Manager
World Model | /
Character ... 4
4 A N
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Figure 6: FearNot! overall architecti

employed by graphics researchers in which the whole
architecture is embedded in the visualisation systr
example using Unreal Tournament scripting: it reprds

an extension and generalisation of work such asd&bats
[15] in which agent minds are directly attached &o
visualisation engine via sockets. In our work ardext!
virtual world model is the central and key compdratthe
architecture and message —passing is generalised.

Of course the character bodies and animationselisas
the 3D graphic visualisation of the rest of thauat world,
have to be specified in a format the visualisa@mgine
will accept and loaded in at run-time. Specificuss
relating to 3D space also have to be dealt withthie
visualisation engine, including path planning ofe th
movements specified by the character minds. Adutiiy,
in FearNot!, the outcome of actions which are restain to
succeed are also decided in the visualisation endor
example whether a character who is pushed acttallty
The rationale for this design decision is that soettomes

throughdepend on the physics of 3D space, not the logical

relationships of the virtual world model.

Generating a story within Fear Not!

In this section we examine an example of an emérgen
narrative — the scenario used in the evaluatiooudised
below - in order to show how the components already
discussed fit together.
In the first episode, the Stage Manager locates,Jtite
victim in the classroom studying and has Luke ertake
does not like John and so when he sees John hs star
insulting him (reactive action tendency). As a tesiohn
has an active pursuit goal of fighting back thatriggered
when he is insulted by other characters. He toesuild a
plan in order to fight back. However all the acHothat
John considers have some likelihood of gettingblaitk.
When such an action is selected, a threat to Johtgsest
goal of not getting hurt is detected and John feels
frightened Because he has a fearful nature (part of the
personality profile for a victim), his fear is mustronger
than the hope of succeeding in fighting back andheo
gives up the goal and does not do anything.

At the same time, Luke notices the book on theetalld
generates a bullying opportunity. He makes a ptapush
John's books to the flodfigure 7 shows a snapshot of this



Figure 7: In the classroc

situation. Luke feels confident of his plan, so $tarts
walking towards the book with a happy face (the eéhop
emotion is mapped to a happy facial expression).tt@n
other hand John feels very distressed at beindtéssand
disappointed by not being able to fight back. Lukeves

help which makes him perform askforhelp speech act. If
the user then suggests fighting back, this haeffest of

raising the importance of the goal, so that thet riene

John meets Luke, the fear generated by the padssibil

getting hurt is not strong enough to make him gipethe

goal. Thus user interaction changes the behavibuhe
victim by indirect influence rather than because tttim

does exactly what he is told. However if John tpashing
Luke and it does not succeed, then he will not picee
further suggestion to hit back since the experiafdeeing

hurt as a result again alters his emotional sthig time in

the direction of greater fearfulness.

Evaluating Fear Not!

A large scale evaluation (N: 401 children) of aipged
version of FearNot! was carried out at the Uniugrsif
Hertfordshire (2004), in a large IT suite for aipdrof two
weeks, with up to 65 grade3-4 children participatéach
day [16]. The aim was to evaluate the overall pedaml

towards the books and pushes them away. This eventconcept and the scenario material used before gdtim

matches an emotional reaction generating the emotio
gloat, which triggers an action tendency. Luke perfoans
tease language action that corresponds to saying sontgthi
like: “Come and get them you Muppet!” When the mitt
realizes that the books are on the floor he adssdie goal
of picking them up, and thus walks towards them picls
them up. When the bully sees John picking up tlakéde
decides to push him. Once more this is achievedarby
active pursuit goal that becomes active in thaiasion. So
Luke goes behind John and pushes him.

The result of pushing John is uncertain: in thé weald it

is decided by physics, and in the virtual world ay
probability set in the 3D visualisation - sometimas
character may fall, and sometimes, not. If Johis fdle
appraises this event as very undesirable and &tiven
action tendency to start crying. At the same titneke
appraises the same event as very desirable ants star
gloating by saying something like “What a wimp,el'v
hardly touched you”. When John cries, Luke findsety
blameworthy and thus threatens him to stop cryimgj @
not tell anyone. If John does not fall, Luke wittrmock
him. Instead, John may feel angry and ask Luke kéys
always picking on him. Luke responds negativelythie
question by insulting John even more.

Figure 8 shows a snapshot of the interaction mode in
which the child user talks with the character wictand
advises him/her on what to do next. The user types
whatever he wants in the lower text box on thetréagid by
pressing the OK button the written utterance ig serhe
agent. The agent receives the utterance and cerivéota
language action - one of the coping responséggre 9 -
using a template-based language system [11]. When t
interaction mode is first displayed, John arrivesthe
library crying, but he realizes that the user hatered the
set (the victim character does not distinguishuber from
other synthetic agent) and activates the goal kihgsfor
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autonomous agent architecture. Children were seated
individually at work-stations and the project caosetor
provided an overview of the day’s activities. Dgrithe
session, children interacted with two bullying soéos
depicting physical and relational bullying incident

The interaction structure was as in Figure 1 abdwe
this version of FearNot!, the child was asked tlecean
advice from a randomly ordered list of coping sgits
shown as a drop down merlrigure 9] rather than
entering free text as in the later unscripted wersiThis
dialogue also asked the child to explain his/héecsi®n
and what he/she thought would happen after having
implemented the selected strategy, by typing itAihthe
end of the scenario, a universal educational messap
displayed saying that “telling someone you trustusually
a good choice. A significant difference between the
scripted and emergent version of FearNot! was ithéte
scripted version, the action taken by the victimaracter to
cope with the bullying situation, was not influeddey, or

[x]
M|

John:Can you think of a solution for

Lake to stop ballying me?

Figure 8: The child interacts with the victim



dependent on, the child’s choice of coping strategy
tell your parents.

After children had
interacted with FearNot!,
they completed an Agent
Evaluation Questionnaire
(AEQ), and patrticipated in
a focus group activity. The
structure of the
questionnaire is shown in
Table 4, and children’s
views were predominantly
measured according to a 5
point Likert scale The AEQ was systematically deped
throughout the course of the project and extrerme w@as
taken to ensure that children understood the teximgy
and language used and the nature of the ratinge.scal
Several pilot studies using the AEQ were carriet poior

to the large scale evaluation event).

run away from him

hit back.

tell a teacher.

stand up to the bully and talk to hirm
Faugh it ofT.

avoid him.

ignore him

talk o a friend.

Figure 9: Coping choices

Aspect Nature of Questions

Character Character liked most and least, most like to be

preference friends with; Prime character - who child would
choose to be

Character Realism and smoothness of movement

Attributes Clothes appreciation and similarity to own
age

Character Content believability, interest and similarity to

conversations own conversations

Impact Victims acceptance of advice and how much
child had helped

Bullying Storyline believability and length

Storyline

Similarity Character that looks and behaves most and
least like you

Empathy Feeling sorry for characters; if yes which

towards character

characters Feeling angry towards the characters; if yes

which character
Ideomotoric empathy based on expected
behaviour

Table 1: Content of the Agent Evaluation Questiarna

Results of the evaluation of the scripted versioh o
FearNot! indicated that levels of affect and emigath
engagement were higher if children felt that their
interactions had an impact on the characters’ bhehav
[16]. It was notable from responses on the AEQ fzoch
the focus group discussions that a number of amildvere
annoyed that the victim character did not followeith
advice, in particular if they tried the same copiagponse
twice, and the victingtill did not heed the advice, “I didn’t
think that the characters listened to my adviceit dgn’t
work”. The same pattern of findings emerged for lthel

of empathy expressed by children towards the chenrgc
with more empathy being expressed towards the cteasa

if they felt that it had followed their coping stegy advice,
and if they felt like they had actually helped thietim
characters. These results indicate that empatigiagament
and the affect of that engagement are increastbe ichild

believes that their presence and interventionsHhaabk an
impact on the characters.

The emergent narrative approach of this paperns o
solution to this problem. A branching structuretbtacks
flexibility, and in general is subject to unfavobia
combinatorics: the 7 coping responses over an sakbt
or 6 episodes would produce a very large tree, cislhe
given that the outcome in a scenario should depenthe
affective states of the characters and the unceotaicome
of physical actions. For instance, if a child adgis victim
to hit the bully back, many different narrative canes are
possible. Depending on its emotional state antkits| of
confidence, which reflect what has already happgettes
victim could decide to deny or follow the advicds |
reaction to the advice would in turn affect the &oral
state of the bully, increasing or diminishing itsrolevel of
confidence and potentially, altering its actionidien too.

A small-scale evaluation was carried out with eteve
children randomly chosen from the third and fougthde
in a Portuguese school, making sure that they had n
previous contact with the system or the project] set up
as for the scripted evaluation. The physical bodystory
just described was used and each child participated
individually. After the initial introduction and ¢h first
episode, each child was asked to respond to thamasc
request for help by typing free-text. Though thetim had
asked for help, the children did not always reatiw they
could really write something and in this case were
prompted by a researcher. All the interactions witik
victim were saved in log files with a unique code €ach
child. At the end of the trial/interaction, whichasv
completed by all subjects, the child completed shene
AEQ that had been used in the evaluation of thiptsct
version. One question was added relating to thioglie
between child and victim: this could not have besed
with the scripted version given dialogue had beandked
by menu selection. This asks the child if the wicti
understood the conversation (by giving appropriate
responses to the child’s inputs) in order to euvaluhe
competence of this system.

While the scripted version included some recorded
speech, the emergent version has no sound atred.iF a
disadvantage, as the episodes may not seem soimggag
making the understanding of the story more difficul
Moreover, the lack of sound in the character diaésy
requires the children to read the utterances wiritte the
screen, which is more difficult than simply hearittgm.
Some children had difficulties reading utteranced m a
few cases, they took so long to read a line that it
disappeared before it was all read. In those fémasons
the researchers briefly explained what had beed. $ai
terms of empathy with the characters, very simiésults
were obtained as with the scripted version: chiidre
disliked the bully and felt sad for the victim. Hever
noticeably better results were obtained for aspegging
to the responsiveness of the characters as seEabie 4.



The first two questions refer to the conversatiord a
dialogue between the characters.

Since the episodes displayed are physical bullying
episodes, which contain few dialogue lines, and the
dialogues in the emergent version are similar itungato
the scripted version, the different results carekplained
by the influence of the interaction with the chaeacThe
conversation with the victim makes the childrenkl@ the
characters as more believable. For instance wreewithim
accepts the fight back strategy, it seems more teeake
him threatening the bully in the next episode tttabehave
as in the first episode.

Scripted version | Emergent Version

Conversations: did the conversatip@st 1.9
seem real? (yes-1;no-5)

Were the conversations 2 1.64

(interesting-1; boring-5)

Did the victim understand the 1.36
conversation? (yes-1; no-5)

Did the victim follow the advice? (yes{12.3 1.7
no-5)

Did you help the victim? (helped a lot{1..8 127

no- 5)

Table 4. Responses to questions about characfnsiseness

L essons lear ned

The first lesson of the work reported here is that
substantial amount of effort is required to produme
essentially bottom-up system. Because interact@iwden
characters is the driving force for the developmeht
narrative, the whole agent architecture and theosading
framework allowing agents to interact with eacheothave
to be completely in place before any real testihghe
narrative produced can be carried out. This is défgrent
from a top-down approach in which a subset of it
can typically be made available early and thenatzied.
In particular, if emergent narrative is to be prasd
graphically, the graphic visualization must suppturt
agent autonomy, including movement in the enviramme
and the execution of animations. Due to the wawliich
the graphical world had been designed in WildTahgen
autonomous characters were able to walk througtitéue
rather than around it, and in the absence of alesiab
implementation for local sensing in the WildTang&m
world, waypoints had to be defined to support v@mple
path-planning.

In addition, when the character is itself able ézide what
action to carry out, the animation that represénis the
graphical world must be visually correct, and tiaguires
the character to position itself so that this isetr For
example, if a push animation is designed such that
victim is pushed from behind, then it will only lo@orrect
visually if the character carrying it out is indesthnding
behind the victim. In order that the character clageck this
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before executing the animation, it was necessaegign
spatially specific execution points for animatiorend
include the necessary motion planning for a charatd
move to the correct execution point.

A further issue in the graphical environment is Hovdeal
with dramatic cinematography when the actions and
movement of characters are being decided on the fly
Camera position and lighting effects can make atgieal

of difference to the dramatic impact of a scendghanuser,
and the scripted version was noticeably more coempén
those respects. Once characters have autonomy,ttben
intelligence embedded in camera and lighting agbats
also to be increased.

Speech output raises particular problem too in an
unscripted environment. The template-based language
system developed for FearNot! seems perfectly dapatb
generating the range of utterances needed for -inter
character dialogue, and also coped — rather biser had
been feared, and in both English and Portugueséth- w
character-child dialogue. However, given the rabotture

of text-to-speech synthesis systems, it was decatedn
early stage to stick to text output on the scredher than
destroy the believability of the characters. Reedrepeech
would have been suitably expressive, but the amoéint
recording needed for the generative language systam
prohibitive. Good quality unit-selection based sjee
systems are commercially available, but they cuiyen
require the load into memory of a very large daseba
incompatible with the resources available when ingn
interactive graphics — and moreover have been degitpr
adult voices only and the equable tones of thephelre
help system, not the angry or miserable child dtara of
FearNot!

A methodological point was raised by the use of thi
approach in an educational application. To whaemxis
the necessarily somewhat unpredictable outcome of
episodes in conflict with the pedagogical objec®elt is
possible for example for the Stage Manager to bring
characters together with a view to bullying takpigce and

for none to happen. This is like the real world} lam
educational application is more constrained than réel
world. The use of the Stage Manager allows theekegf
emergent narrative to be constrained if desired,ibmay

be that the amount of narrative variability thahézeptable
will depend on the exact application chosen.

Conclusions

A project covering as much ground as this one dramw
a very large body of other work in a number of atiént
disciplines, of which we have space here only feremce
the most significant. We drew on earlier work uskug
OCC approach for synthetic agents [13], while the
emotion-driven planner was based on [10]. Like nabiser
researchers in this field we must also acknowletige
seminal work of the OZ project [17] and in parteuits
emphasis on character believability, which was seevital
to the development of empathy between child antnvic



However, apart from the novelty of the applicatdomain

— no previous autonomous agent application hastedg
anti-bullying  education the emergent narrative
experiment was also truly novel in our view. Mucihey
interesting story-telling work is going on, but rmher
group seems as yet to have attempted an unscripted
approach in this way. Variation in story outcome baen
generated for example by [20] but this is deriveirf pre-
built goal-trees which interact in different waysr fan
initial random positioning of characters in an eamment
rather than generatively as in this case.

Facade [21] is a beautifully designed story emuinent,
but its conception of beats is close to that ofersal plans
and produces a very large authoring task thatlikain to
be sustainable for an educational environment. Nratar
and Facade differ in their narrative approaches stbries
in the former being created from, rather than aldied
around, the user actions, as it is the case indea¢bhe
closest work in pedagogical intent is Carmen’s Bfig
IDEAS [8] aimed at teaching cognitive behavioutarapy
to mothers of young cancer patients. However tigs a
dialogue-based application in 2D with a branchimgcure
driven by user selection of one of three ‘thoughttiides’ at
intervals, so that its dramatic form and interatio
structure are very different.

As argued above, many issues have arisen from the
emergent narrative work carried out in FearNot! amther
research is required to deal with these. Howevebalieve
that we have shown there is an interesting roletfiis
approach to unscripted narrative, and that therg b
applications such as this in which an open-ended an
somewhat unpredictable narrative has much to offer.

Despite the fact that its potential is theoretical
demonstrable and that the research community a mad
lot of progress with it in the last few years, thgion of an
emergent narrative system is one that will only be
recognized once computationally implemented. Altftoit
poses many problems, technical and theoreticabjitears
from our research that one of the main challengethe
interdisciplinary skills it requires. Interactiveasinas based
on a bottom up approach cannot be partially imptesek
While the graphical design of appropriate charactera
complex task and requires a level of expertise aftgn
available in computer and science laboratoriese siththe
art agent approaches such as affective architegture
continuous planning and multi-agent interaction eisd
usually absent from games companies, are also deé&te
addition, new testing and evaluation methodologes
required. Many new issues for example action
synchronization and validation, intelligent camesad
others — have been raised and more extensive ¢oalus
required, but the project has met its objective aof
emergent and unscripted narrative for anti-bullying
education.
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