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Abstract. In this paper we describe an artistic exhibition that took
place in our highly-immersive virtual-reality laboratory. We have allowed
visitors to explore a virtual landscape based on the content of night
dreams, where the navigation inside the landscape was based on an online
feedback from their electrodermal response. We analyze a subset of the
physiology data captured from participants and describe a new method
for analyzing dynamic physiological experiences based on hidden Markov
models.

1 Introduction

This study is part of a research that assumes an experimental paradigm where a
person is exposed to stimuli that induce physiological changes (such as changes in
heart rate (HR), heart rate variability (HRV), electrodermal activity (EDA), and
similar autonomous responses). A computer program monitors how the physi-
ology changes over time and in response to sequences of visual stimuli. The
automated decisions related to the presentation of the visual stimuli are planned
to have some desired impact on the participant’s physiological state.

Such research could be considered complementary to traditional biofeed-
back.“Classic” biofeedback involves measuring a subject’s bodily processes such
as blood pressure or galvanic skin response (GSR) and using a machine to convey
this information to him or her in real-time in order to allow him or her to gain
control over physical processes previously considered automatic [3, 9]. Biofeed-
back thus has a number of therapeutic uses in helping people learn how to achieve
and control positive mental states such as concentration or relaxation, and has
been used with people with anxiety, depression and attention problems [19]. Our
view is that we can now revisit traditional biofeedback taking into account ad-
vances in online signal processing, intelligent computation, and various types of
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feedback, such as, in this case, highly-immersive virtual reality (VR). Our ap-
proach is almost the inverse: in our case the machine is the one supposed to do
the learning and adaptation, and not the person.

In this study we report on an early step where we integrated a highly im-
mersive Cave-based experience with real-time feedback based on skin conduc-
tance [1]. While this was not a scientifically controlled experiment, we show how
the results can be systematically analyzed.

2 Background

GSR, also sometimes called electrodermal activity (EDA), is measured by pass-
ing a small current through a pair of electrodes placed on the surface of the
skin and measuring the conductivity level. Skin conductance is considered to be
a function of the sweat gland activity and the skin’s pore size. The real-time
variation in conductance, which is the inverse of the resistance, is calculated.
As a person becomes more or less stressed, the skin’s conductance increases or
decreases proportionally [1]. There are two measures associated with GSR: one
is overall level, called the tonal level, which gives the overall level of arousal, and
the other is skin conductance response (SCR), which gives arousal in response
to specific events (or unknown random internal events). In our study we have
used the tonal level.

The idea of closed-loop VR has already been addressed by the sci-art com-
munity. One of the classic VR art pieces of all times is Osmose [5], where the par-
ticipants’ experience depends on the analysis of their breathing. Another, more
recent art piece related with body-centered interaction in VR include Traces by
Simon Penny4. These art projects are highly influential in raising discussions re-
garding interface design practices. However, there is no attempt for any scientific
analysis of the experience, in terms of the human-machine feedback loop, and no
analysis of the data. Some interactive applications or games using biofeedback
have proved useful for relaxation (as an example based on EEG see [10]).

We have come upon such man-machine loop issues in our recent studies in
brain-computer interfaces (BCI) in highly-immersive VR [8, 14]. Such BCI in-
cludes training human subjects to control a computer system by “thought”,
based on real-time analysis of electroencepalogram (EEG). It involves two com-
plex, interdependent systems: the brain and the machine, and in order for the
BCI to be successful they both need to learn. The solution typically adapted, is
to allow each of the systems to learn in separate, while the other is kept con-
stant [13]. The research proposed here similarly suggests studying this issue of
mutual adaptation, but in a different context.

Picard [15] coined the term affective computing: this includes computers that
both recognize and exhibit emotions. Picard, as well others in this area of re-
search, have demonstrated devices based on real-time analysis of autonomic
responses, such as: affective jewelry and accessories, affective toys, affective

4 http://www.medienkunstnetz.de/works/traces
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tutoring systems, computer responses to user frustration, and visualization of
the user’s emotional state [15]. Recognition of emotions is addressed by several
means, physiological responses being one of them.

Bersak et al. coined the term affective feedback, which means that “the com-
puter is an active intelligent participant in the biofeedback loop” [2]; where both
player and game are affected by the actions of the other. Prendinger and his col-
leagues have developed and evaluated a closed-loop virtual agent that responds
to users’ emotions. The valence and intensity of emotions are recognized based
on skin-conductance level and electromiography [17, 18, 16].

The so-called affective loop has also been described by Hook and colleagues;
see for example [22]. It has been shown in systems like SenToy [12], eMoto [22],
Affective Diary [11] and Brainboll [21] that it is indeed possible to involve users
in affective loops, but that the design needs to be carefully crafted to the specific
demands of the application functionality in order for the application to work.

3 The VR Experience as an Experiment

3.1 Scientific Objective

The objective of the study is to test whether the physiological state of a VR par-
ticipant may be manipulated systematically over time, during a VR experience.
In addition, we suggest methods for analyzing the data and inspecting whether
the manipulation was achieved.

Such intelligent systems for physiological manipulation may be based on sev-
eral computation paradigms.

Our approach in this paper is based on reinforcement loops – Such an ap-
proach would try to use positive and negative feedback loops; these were investi-
gated as early as the middle of the twentieth century [23]. Positive loops may be
used to drive an existing trend to an extreme, and negative loops may be used
to extinguish existing trends.

Specifically, our assumption is that we can induce positive feedback loops by
leading participants into positive spaces when they are relaxed and into negative
spaces when they are stressed (or aroused). If the system is successful, we would
see two types of patterns: in one case participants will mostly visit positive
spaces, and their overall GSR levels would remain flat, or even decrease. In the
other case, participants would mostly visit negative places and their overall GSR
level will increase significantly during the experience.

This assumption can be broken into two hypotheses:

1. Negative places would have a significantly different impact on GSR tonal
level than positive places – specifically, the GSR level would increase after
negative places and decrease after positive places; and

2. An analysis of the dynamics of transitions between positive and negative
places would reveal the existence of positive feedback loops.
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3.2 The VR System

The study was carried out in a four-sided ReaCTor system that is similar to a
Cave [4]. The UCL Cave is a 2.8x3x3 meter room with stereo projection on three
walls and on the floor. The participant wears light-weight shutter glasses and an
Intersense IS900 wireless head-tracker. The result is that the participant is free
to move around the room and is (almost) surrounded by the virtual landscape.

3.3 The Virtual Environment

The content of the virtual environment (VE) is based on work by the second
author, who is a London-based artist. She is in the (fictional) business of buying
dreams: she pays people one Great British Pound each so that they tell her
about their night dreams. Then she models the dreams in 3D, and adds them
into DreamCity – an online version, where people are able to browse among
other people’s dreamscapes (http://www.dreamproductsco.com).

For the London Node (Networked, Open, Distributed Event) media-art festi-
val, March 2006, we decided to create a unique version of DreamCity, called Su-
perDreamCity. First, rather then displaying the models on a desktop computer,
we adapted DreamCity for the Cave. Second, we decided that the participants
will explore the dreamscape using their physiological responses.

For SuperDreamCity the second author selected several “dreams” into one
VE where all the dreamscapes were randomly scattered around (see Figure 1);
we have only used static models in this version. Most of the dream sites includes
sound files that played when the participant was in the site vicinity. The VE
included a low-volume background music playing in a loop, for the purpose of
“atmosphere building” – this was a dream-like electronic music (by musician
Laurie Anderson).5

3.4 Real-time Physiology

We wanted to allow the participants to explore the VE in a way that would
depend on their internal bodily responses to the environment, as reflected in
their autonomous nervous-system responses. We have selected GSR as a single
measurement, since this is easily measured by a small sensor placed on two
fingers, which is easy and quick to fit; this was important as we were attempting
a quick turnover of visitors. We have used the raw GSR values (the tonal GSR
level) as a single feature in affecting the navigation.

We have carried out previous work in real-time neurophysiology in the Cave [8].
It was relatively straightforward to convert the system to use for real-time GSR.
In this case we used the g.Mobilab system (g.Tec, Austria), which includes
sensors, a small amplifier, and software. GSR was sampled at 32 Hz, and the
signal was obtained from electrodes on two fingers. The g.Mobilab software is
easy to modify – it includes a Matlab/Simulink model for the device. We have

5 A video is available online in http://www.cs.ucl.ac.uk/staff/d.friedman/sdc/sdc.mov
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(a)

(b)

Fig. 1. (a) A screenshot of an industrial area from a dream, as viewed online. (b) A
participant in the VR Cave experiencing the same industrial area in SuperDreamCity.
Note that this image is for illustration: in the actual experience the participant would
not be holding the navigation wand (as they navigate based on GSR) and the image
would be stereoscopic.
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used Simulink to extract the raw GSR value, pass it to a dynamically-linked
library (DLL) and over the network using the Virtual Reality Peripheral Net-
work (VRPN)6. On the Cave Irix system, a VRPN client would intercept the
raw GSR values and feed them into the VR application. The VR software was
implemented on top of the DIVE software [7, 20]. The DIVE application would
then implement the navigation logic based on the real-time GSR value (this is
scripted in TCL).

3.5 Method

For the show, the artist re-created the VE with 20 of her own dreams modeled
in 3D, 10 having positive associations and 10 having negative associations. As
an example of a positive dream consider an amusement park, and as a negative
dream consider industrial areas. The emotions were expressed with choice of
colors and sound effects. In this case the emotional interpretation of the dreams
was given by the artist or by the dreamer; clearly, in a controlled scientific
experiment, this emotional interpretation needs to be validated.

Rather than a low-level mapping of GSR into navigation, we have opted for
a high-level mapping. We decided to split the experience into stages. First, all
subjects find themselves floating over one of the positive dream sites. Then, in
each stage of the experience they start floating from one dream site towards
another site. The decision to what site to navigate is based on the trend of the
GSR7.

For the art exhibition, we decided to explore positive feedback loops, i.e.,
the system would try to reinforce the participant’s physiological trend. If the
GSR value increased from the previous section, a random negative dream site
was targeted. If overall GSR decreased, a random positive site was selected.
Navigation speed was also modified — for every selection of a negative site the
speed was increased by 10% of the baseline speed, and, correspondingly, for every
selection of a positive site the speed decreased by 10%. Thus, our expectation
was that this VE would create a positive feedback loop with the participant –
i.e., we expected that some participants will keep visiting negative sites, which
would increase their GSR, so that overall they would mostly visit negative sites
and become increasingly stressed throughout the experience. We expected that
for other subjects there would be a relaxation loop, such that their GSR would
gradually decrease as they keep visiting positive sites and floating in a slower
and more relaxed fashion. In the next session we explore how this was evaluated
scientifically, and report the results.

6 http://www.cs.unc.edu/Research/vrpn/
7 In states of increased excitement people sweat more, which should result in a higher

GSR as compared with a relaxed state.
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4 Experimental Procedure

Our assumption was that, under some conditions, an exhibition open to the
public can serve as a scientific experiment (for another example see [6]); in the
least case, the data collected can serve as useful insight for future research.

The London Node Festival took place over a whole month, included dozens
of events in different locations around the city, and advertised online. We have
advertised our exhibition, in our VR lab, to be open to the public for a few hours
each day over three consecutive days (over the weekend), and required people to
register in advance online. Each registered person received a time slot to show
up in the lab (with 20 minutes allocated per person).

During the exhibition there were at least three people working in the lab.
One person was necessary to fit the GSR device and operate the systems. An-
other person stayed outside the lab space, and managed the queue of people.
Finally, the artist greeted each person into the experiment. She was dressed as
a businesswoman, handed them her business card, explained to them about her
(fictional) business buying dreams, and explained to them that they are about
to experience a dreamscape that would respond to their physiology.

When participants were led into the Cave room they were fitted with the
GSR sensor and goggles, and placed inside the dark Cave. they were instructed
to wait there. Then there was a period of at least 60 seconds, after which the
VR experience began – this duration was used for measuring GSR baseline.
Participants stayed in the Cave for varying durations of 5-15 minutes, based on
the queue outside. Most participants loved the experience and would have stayed
more if they were allowed.

5 Results

During the three exhibition days we had 35 participants in the Cave. We collected
data for all participants, but most of the sessions had to be discarded. Because
this was an art exhibition, participants behaved in quite different ways than
subjects would behave in a typical scientific experiment in our Cave. Some of
them talked a lot, moved a lot, tried to jump, or even, in one case, lie down
on the Cave floor. In some cases we had a long queue outside and had to allow
more than one person into the Cave. All these sessions were discarded. Out of
the remaining sessions, 15 sessions included valid GSR data (these were most of
the “good” sessions), and these were analyzed as described below.

Each session is characterized by a number of events – an event is the point in
time when the system decided to navigate into another dream site, either nega-
tive or positive. The duration elapsing between two events varies, as it depends
on varying navigation speeds and on variable distances among the pairs of dream
sites. The duration between events was always at least 20 seconds, sometimes up
to one minute. Thus each session included a different number of events, ranging
from 7 to 35.

First, we want to test whether positive dreamscapes affect GSR in a differ-
ent way than negative dreamscapes and examine the trends in GSR tonal level
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around the events. This is tested using an analysis of covariance (ANOCOVA).
We take the time around the events (from 20 seconds before the event to 20
seconds after the event) to be the predictor x, the GSR level to be the response
variable y, and a binary variable c for the dream category. If our hypothesis is
correct then we expect the coefficient of the positive dreams to be significant
with a negative slope, the coefficient of the negative dreams to be significant
with a positive slope, and the Anova value for x · c to be significant.

A case by case study reveals that the hypothesis was correct for 5 out of the
15 subjects: cases where the slope was significantly different between the two
events, and the trend for negative dreams was higher than for positive dreams
(this includes cases such as in Figure 2, where both trends were decreasing,
but the positive dreams decreased faster). For 9 subjects the results were not
significant, and for one subject the results were significant, but they were the
opposite of our prediction: the positive dreams resulted in an increase in GSR
and the negative dreams in a decrease.

After normalizing the GSR values for all subjects, we can perform the same
analysis for the data taken from all subjects together. Our hypothesis is not
supported, i.e., the experience, taken over all subjects, did not cause increase
and decrease in GSR levels as predicted.

Our main interest is in the dynamics of the experience. Since the first hy-
pothesis was not fully supported we did not expect to find the dynamics we
expected, but we still describe how we suggest to analyze such data. We model
each session as a stochastic process over state transitions. There are two states: P
(positive) and N (negative), according to the two types of dreams. Accordingly,
there are four types of transition types: PP, PN, NP, and NN. Furthermore, we
can distinguish between two types of transitions: T transitions that keep the
current trend (NN and PP) and R transitions – trend reversal transitions (NP
and PN).

Figure 3 illustrates that, indeed, the state transitions seem random. More
formally, the data from each session can be modeled as a hidden Markov model
(HMM): we observe a sequence of emissions, and our goal is to recover the state
information from the observed data.

Our HMM includes two states: P and N. We know the emission matrix for the
model: when the system is in state P there is a probability of 0.1 for events 1−10
to occur and a probability of 0 for events 11 − 20 to occur. Conversely, when
the system is state N there is a probability of 0 for events 1− 10 to occur and a
probability of 0.1 for events 11−20 to occur. For each session we know the state
path and the emission sequence. Based on these parameters we can estimate
the transition matrix, which is the only unknown parameter, for each session.
For each transition from state S1 to state S2 the estimation of the transition
probability is given by the number of transitions from S1 to S2 in the sequence
divided by the total number of transitions from S1 in the sequence.

In our case there are two states only, so the transition matrix has two free
parameters: if we denote by α the probability for a transition from P to P then
clearly the probability for moving from P to N is 1− α; similarly, we denote by
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Fig. 2. The analysis of variance plot for one subject, showing GSR as a function of
time around the events. In this case we see that both event categories resulted in a
decreasing trend of GSR, but positive (blue) decreased more than negative (green). For
this subject the difference is significant. Note that we do not care about the intercept
of the regression line, only the slope (since each event starts in a different level). To
make the results apprehensible each is the average of 50 GSR samples.

β the probability for a transition from N to P and then the probability for a
transition from N to N is 1− β.

Thus, For each session we have two observations, resulting in two response
variables: α and β. In our case α is in the range 0− 0.8 with mean 0.38 and β is
in the range 0.25− 1 with mean 0.638. Most importantly, an Anova test reveals
that for both variables we cannot reject the null hypothesis, i.e., we have an
indication that both α and β are random. We note that trying to estimate the
emission matrix of our model does result in a rejection of the null hypothesis,
i.e., the probabilities for selecting an event based on a state are not arbitrary.
This indicates that our analysis should have revealed a pattern in the transition
matrix if there was one.

8 The fact that α + β ∼= 1 is only a coincidence.
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Fig. 3. A plot of the ratio of the state-preserving transitions (PP and NN) vs. the
state-change transitions (PN and NP) for 11 out of 15 subjects (for four subjects the
number of transitions in the session was too small). We see that the scatter seems
uniform inside the lower left triangle part of the space, as expected from a random
process. If, as we expected, the experience would have had a positive-loop impact,
we would expect the points to be concentrated near the axes of the diagrams. If the
experience would have enforced negative feedback loops we would have expected the
points to be around the diagonal y = x.

6 Discussion

We are interested in studying the dynamics of human physiology when partici-
pants are placed inside immersive environments that respond to this physiology.
We have described how this dynamics was implemented and studied in the scope
of an artistic exhibition.

There is growing interest in such affective-loop systems, for various applica-
tions, including training, psychological treatment and entertainment. However,
the dynamics of such closed-loop systems is rarely studied in a systematic way. It
would be of both theoretic and practical interest to have a better understanding
of the way media systems, providing sensory inputs, may affect people’s au-
tonomous responses over time, especially in the context of a closed-loop system.
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One of our main lessons from this study is that while it is now feasible to
create this type of biofeedback application, even using highly-immersive VR, it
is not easy to create a meaningful experience that fully exploits the possibilities
of biofeedback in highly-immersive VR. In our case our analysis revealed that
the feedback loop did not take place as expected (unless, possibly, for 5 out of 15
subjects whose data was analyzed). For most participants the biofeedback part
of the experience was probably meaningless, in the sense that the experience had
no systematic effect on the participant’s physiology. This is probably the case
in many similar art projects, but these do not even report the results, let alone
analyze the data.

There are several lessons and ways to go forward. For example, raw GSR is
not necessarily the best feature to use for such neurophysiological experiences. It
is probably better to use SCR (the number and/or amplitude of peaks in GSR as
a response to a new stimulus), heart rate, or some combination of these features.

As a result of this study, we are currently revisiting the same questions, using
a similar approach, in the context of a more scientific methodology. Obviously,
such experiments would first validate the effects of the selected stimuli, before
studying their dynamics. We suggest studying such experiences, based on real-
time physiology, and analyze the degree of success using HMMs.
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