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#### Abstract

In the Imbalance Minimization problem we are given a graph $G=(V, E)$ and an integer $b$ and asked whether there is an ordering $v_{1} \ldots v_{n}$ of $V$ such that the sum of the imbalance of all the vertices is at most $b$. The imbalance of a vertex $v_{i}$ is the absolute value of the difference between the number of neighbors to the left and right of $v_{i}$. The problem is also known as the Balanced Vertex Ordering problem and it finds many applications in graph drawing. We show that this problem is fixed parameter tractable and provide an algorithm that runs in time $2^{O(b \log b)} \cdot n^{O(1)}$. This resolves an open problem of Kára et al. [COCOON 2005].


## 1 Introduction

Graph layout problems are combinatorial optimization problems where the objective is to to find a permutation of the vertex set that optimizes some function of interest. In this paper we focus on the problem of determining the imbalance of a given graph. Given a permutation $v_{1} \ldots v_{n}$ on the vertex set we define the left and right neighborhood of $v_{i}$ to be $N_{L}\left(v_{i}\right)=N\left(v_{i}\right) \cap\left\{v_{1} \ldots v_{i-1}\right\}$ and $N_{R}\left(v_{i}\right)=N\left(v_{i}\right) \cap\left\{v_{i+1} \ldots v_{n}\right\}$ respectively. The imbalance of $v_{i}$ is $\left\|N_{L}\left(v_{i}\right)|-| N_{R}\left(v_{i}\right)\right\|$ and the imbalance of the graph $G$ given the ordering $v_{1} \ldots v_{n}$ is simply the sum of the imbalances of the individual vertices. The imbalance of $G$ is the minimum imbalance of $G$ over all orderings of $V$, and an ordering yielding this imbalance is called an optimal ordering.

The Imbalance Minimization problem was first defined by Biedl et al. [2]. Here, we are given a graph $G=(V, E)$ on $n$ vertices and $m$ edges and an integer $b$ and asked whether the imbalance of $G$ is at most $b$. The problem finds a variety of applications in graph drawing $[9,10,16,19,20]$. The computational aspects of graph imbalance were studied by Biedl et al. [2], who show that computing the imbalance of $G$ is NP-hard. Later Kára et al. $[11,12]$ proved that in fact the problem remains NP-hard for planar graphs with maximum degree six and for 5 -regular graphs. In the
same paper Kára et al. $[11,12]$ showed that for every fixed value of $b$ the problem can be solved in time $O\left(n^{b}(n+m)\right)$. They ask whether it is possible to give an algorithm for Imbalance Minimization such that the exponent of $n$ is independent of $b$. More specifically, they ask for the existence of a fixed parameter tractable algorithm which is an algorithm with running time $f(b) \cdot n^{O(1)}$ for some function $f$ depending only on $b$. Parameterized Complexity provides a framework for the study of such algorithms. We refer to $[6,7,15]$ for an introduction to parameterized algorithms. Subsequently the problem was studied by Gaspers et al. [8] who prove that Imbalance Minimization in fact is equivalent to Graph Cleaning. Gaspers et al. [8] use this equivalence to obtain an algorithm to check whether the input graph $G$ has imbalance at most $b$ running in time $O\left(n^{\lfloor b / 2\rfloor}(n+m)\right)$.

In this paper we provide an algorithm running in time $b^{O(b)} \cdot n^{O(1)}$, thereby improving the previous best algorithm by Gaspers et al. [8] running in time $O\left(n^{\lfloor b / 2\rfloor}(n+m)\right)$ and resolving the question posed by Kára et al $[11,12]$. Whereas the previous algorithms are purely combinatorial, we exploit a connection between the imbalance, cutwidth and treewidth of the input graph and combine this with a dynamic programming approach. On the way we prove that given a graph $G$ with treewidth at most $t$ and maximum degree $\Delta$ an optimal ordering of $G$ can be computed in time $t!\cdot \Delta^{O(t)} \cdot n^{O(1)}$. This shows that the Imbalance Minimization problem is fixed parameter tractable when parameterized by the treewidth and maximum degree of the input graph. This is in stark contrast to the seemingly similar Cutwidth Minimization problem for which only an $O\left(n^{t^{2} \Delta}\right)$ time algorithm is known [18].

## 2 Preliminaries

We use $G=(V, E)$ to refer to a graph with vertex set $V$ (with $n:=$ $|V|)$, and $T=\left(V_{T}, F\right)$ to denote trees on the vertex set $V_{T}$, with one distinguished vertex $r \in V_{T}$ called the root of the tree. The vertices of the tree $T$ will be called nodes. For a tree node $t \in V_{T}$, use the notation $T_{t}$ to mean the set of all vertices $t^{\prime} \in T$ that are descendants of $t$.

A graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is a subgraph of $G$ if $V^{\prime} \subseteq V$ and $E^{\prime} \subseteq E$. The subgraph $G^{\prime}$ is called an induced subgraph of $G$ if $E^{\prime}=\{u v \in E \mid u, v \in$ $\left.V^{\prime}\right\}$, in this case, $G^{\prime}$ is also called the subgraph induced by $V^{\prime}$ and denoted with $G\left[V^{\prime}\right]$. By $N(u)$ we denote the (open) neighborhood of $u$, that is the set of all vertices adjacent to $u$, and by $N[u]=N(u) \cup\{u\}$. By degree of a vertex $u$ we mean $|N(u)|$ and denote it by $d(u)$.

We use $[n]$ to refer to the set $\{1,2, \ldots, n\}$. In the interest of simplicity, we let $V=[n]$ (we will continue to use $u, v$ and so on to denote vertices). Further, if $\pi$ is a permutation of the vertex set, we define the left and right neighborhoods of $v$, respectively, as:

$$
\left.\begin{array}{l|l}
N_{l}(v, \pi):=N(v) \cap\{u \in V & \pi(u)<\pi(v)
\end{array}\right\}
$$

Definition 1. (Imbalance of $G$ with respect to $\pi$.) Given a graph $G=$ $(V, E)$ and a permutation $\pi: V \rightarrow V$, the imbalance of $G$ with respect to $\pi, \mathcal{I}(G, \pi)$, is given by

$$
\mathcal{I}(G, \pi):=\sum_{v \in V} \| N_{l}(v, \pi)\left|-\left|N_{r}(v, \pi)\right|\right| .
$$

Definition 2. (Imbalance of $G$ ) Given a graph $G=(V, E)$ the imbalance of $\mathcal{G}, \mathcal{I}(G)$, is given by

$$
\mathcal{I}(G):=\min _{\pi}\{\mathcal{I}(G, \pi)\}
$$

The treewidth of a graph $\mathcal{G}$ is one of the most frequently used structural parameters used to examine the complexity of a problem. The definition is motivated by the desire to identify small separating sets in arbitrary graphs. We now describe the formal definition of the treewidth of $\mathcal{G}$.

Definition 3. (Treewidth) $A$ tree decomposition of a graph $G=(V, E)$ is a pair $\left(T,\left(B_{t}\right)_{t \in T}\right)$, where $T=\left(V_{T}, F\right)$ is a tree and $\left(B_{t}\right)_{t \in T}$ is a family of subsets of $V$ such that:

1. $\cup_{t \in V_{T}} B_{t}=V$
2. For every edge $\{v, w\} \in E$, there is a $t \in V_{T}$ such that $v, w \in B_{t}$.
3. For every $v \in V$, the set $B^{-1}(v):=\left\{t \in V_{T} \mid v \in B_{t}\right\}$ is nonempty and connected in $T$.

The width of the decomposition $\left(T,\left(B_{t}\right)_{t \in T}\right)$ is the number

$$
\max \left\{\left|B_{t}\right| \mid t \in V_{T}\right\}-1
$$

The treewidth $\operatorname{tw}(G)$ of $G$ is the minimum of the widths of the tree decompositions of $G$.

If in the definitions of a tree decomposition and treewidth we restrict $T$ to be a path, then we have the definitions of path decomposition and pathwidth. We use the notation $t w(G)$ and $p w(G)$ to denote the treewidth and the pathwidth of a graph $G$.

For our results, we enhance the definition of a tree decomposition $\left(T,\left(B_{t}\right)_{t \in T}\right)$, as follows: $T$ is a tree rooted on some node $r$ where $B_{r}=\emptyset$, each of its nodes have at most two children and could be one of the following

1. Introduce node: a node $t$ that has only one child $t^{\prime}$ where $B_{t} \supset B_{t^{\prime}}$ and $\left|B_{t}\right|=\left|B_{t^{\prime}}\right|+1$.
2. Forget node: a node $t$ that has only one child $t^{\prime}$ where $B_{t} \subset B_{t^{\prime}}$ and $\left|B_{t}\right|=\left|B_{t^{\prime}}\right|-1$.
3. Join node: a node $t$ with two children $t_{1}$ and $t_{2}$ such that $B_{t}=B_{t_{1}}=$ $B_{t_{2}}$.
4. Base node: a node $t$ that is a leaf of $T$, is different than the root, and $B_{t}=\emptyset$.

Notice that, according to the above definitions, the root $r$ of $T$ is either a forget or a join node. It is known that any tree decomposition can be transformed to one with the above requirements while maintaining the same width (see e.g. [5,3]). From now on, when we refer to a tree decomposition $\left(T,\left(B_{t}\right)_{t \in T}\right)$ we presume the above requirements.

Given a tree decomposition $\left(T,\left(B_{t}\right)_{t \in T}\right)$ and some node $t$ of $V_{T}$, we define as $T_{t}=\left(V_{t}, E_{t}\right)$ the subtree of $T$ rooted at $t$. Clearly, if $r$ is the root of $T$, it holds that $T_{r}=T$. We also define $G_{t}=G\left[\cup_{s \in V_{t}} B_{t}\right]$.

The problem Tree-Width of deciding whether a graph has treewidth $k$ is NP-complete. It is well known that the natural parameterization of the problem is fixed-parameter tractable.

```
Tree-WIDth
    Instance: A graph G and k\in\mathbb{N}.
Parameter: k.
    Problem: Decide if tw(G)=k.
```

For the purposes of our computation, we use an approximation algorithm that is based on a connection between tree decompositions and separators, and use a well known procedure for computing small separators of a graph. We will see that this is enough to derive our main fixed-parameter tractability result.
Proposition 1 ([1]). There is an algorithm that, given a graph $G=$ $(V, E)$, computes a tree decomposition of $G$ of width at most $3 k+1$ in
time

$$
\mathcal{O}\left(4^{k} \cdot k^{3.5} \cdot n^{2}\right)
$$

Here $k$ denotes the optimal treewidth, $t w(G)$, of $G$.
In what follows, we first show that the problem of imbalance parameterized by the treewidth and the maximum degree of the input graph is fixed-parameter tractable. Combining this with a few structural observations, we obtain the fixed-parameter tractability of the problem when parameterized by the imbalance.

## 3 Imbalance parameterized by the treewidth and the maximum degree

Given a graph $G=(V, E)$, recall that we are interested in checking whether $G$ has imbalance at most $b$. Let $\left(T,\left(B_{t}\right)_{t \in T}\right)$ denote a tree decomposition of the graph $G$ of width $k$. We consider this problem parameterized by the treewidth and the maximum degree of of the graph, that is:

```
Imbalance
    Instance: A graph \(G\), a tree-decomposition \(\left(T,\left(B_{t}\right)_{t \in T}\right)\) of width \(k\),
        and a non-negative integer \(b\).
Parameter: \(\Delta(G), k\)
    Problem: Decide if there exists a permutation \(\pi: V \rightarrow V\) such that
        \(\mathcal{I}(G, \pi) \leq b\).
```

A positive answer to the question can be inferred using any permutation $\pi$ such that $\mathcal{I}(G, \pi)$ is at most $b$. If there is no such permutation, then we conclude that the answer is in the negative. Therefore, we regard a permutation $\pi$ for which $\mathcal{I}(G, \pi)$ is at most $b$ as a solution to Imbalance. Let $t \in V_{t}, G_{t}$ be the induced subgraph corresponding to $T_{t}$ and $A_{t}$ be $V_{t} \backslash B_{t}$. Given a permutation $\pi$ of the vertices of $B_{t}$, we define a partial solution for the subgraph $G_{t}$ to be a permutation on the vertex set $V_{t}$ which respects the ordering on the vertices of $B_{t}$ given by $\pi$ and that minimizes the sum of imbalance of vertices in $A_{t}$. When we arrive at the root $r$ of the tree, it suffices to check if (one of) the solution(s) computed at this node is a permutation $\pi$ such that $\mathcal{I}\left(G_{r}, \pi\right) \leq b$, since $V_{r}=V$.

We now precisely describe what we compute at every tree node $t \in V_{T}$. Let X denote the set $\{0, \ldots, \Delta(G)\} \cup\{\infty\}$. Given a set $U \subseteq V$ of size $q$,
let $\mathcal{S}_{U}$ denote all the bijections from $[q] \rightarrow U$ and $\mathcal{G}_{U}$ denote the family of functions $\{g \mid g: U \rightarrow \mathrm{X}\}$. We will use $g$ to remember the number of left neighbors of a vertex in the current tree bag. Now consider

$$
\mathcal{F}(U)=\mathcal{G}_{U} \times \mathcal{S}_{U},
$$

a family of $(\Delta(G)+2)^{q} q$ ! functions. Each $(g, \pi)$ can be thought of as a vector of length $q$ with entries from X paired with a bijection $\pi$ (which essentially gives a permutation of the vertex set $U$ ). At node $t$, we compute, for every element in $\mathcal{F}\left(B_{t}\right)$, an element of $\mathbb{N}$ - the set of natural numbers, the latter being the partial imbalance given the restrictions encoded in $(g, \pi)$. We denote this value by $f_{t}(g, \pi)$.

We now describe how $f_{t}(g, \pi)$ is computed at the node $t \in V_{T}$ is computed.

Base Nodes. To determine $f_{t}(g, \pi)$, simply check that the neighborhood conditions imposed by $g$ are respected by the function/permutation $\pi$. For example, let $\pi(i)=v$. So the permutation $\pi$ should place $g(v)$ neighbors of $v$ to its left, and its remaining neighbors to the right. If the neighborhood constraint is indeed respected, we let $f_{t}(g, \pi)=0$, otherwise set $f_{t}(g, \pi)=$ $\infty$.

Introduce Nodes. Let $t$ be the index of the bag in which the vertex $u$ is introduced. Our goal is to compute $f_{t}(g, \pi)$ for all $(g, \pi) \in \mathcal{F}\left(B_{t}\right)$. Suppose $\pi:\left[\left|B_{t}\right|=q\right] \rightarrow B_{t}$ is a permutation of $B_{t}$. Let $j$ denote $\pi^{-1}(u)$. Consider $\pi^{\prime}$ obtained from $\pi$ as follows:

$$
\pi^{\prime}(i)= \begin{cases}\pi(i) & \text { if } i<j, \\ \pi(i+1) & \text { if } j \leq i \leq q-1\end{cases}
$$

Let the index of the child node of $t$ be $t^{\prime}$. Now consider $g^{\prime}: B_{t^{\prime}} \rightarrow \mathrm{X}$ obtained from $g$ as follows:

$$
g^{\prime}(v)= \begin{cases}g(v) & \text { if } v \notin N(u) \text { or } \pi^{\prime-1}(v)<j \\ g(v)-1 & \text { if otherwise }\end{cases}
$$

We set $f_{t}(g, \pi)=f_{t^{\prime}}\left(g^{\prime}, \pi^{\prime}\right)$.
Forget Nodes. Let $t$ be the node where a vertex $u$ is forgotten and let the index of the child node of $t$ be $t^{\prime}$. Furthermore let $\left|B_{t}\right|=q$. To obtain
$f_{t}(g, \pi)$ for all $(g, \pi) \in \mathcal{F}\left(B_{t}\right)$ we do the following. Consider $\pi^{(j)}:[q+1] \rightarrow$ $B_{t^{\prime}}, j \in[q+1]$, obtained from $\pi$ as follows:

$$
\pi^{(j)}(i)= \begin{cases}\pi(i) & \text { if } i<j \\ u & \text { if } i=j \\ \pi(i-1) & \text { if } i>j\end{cases}
$$

Now consider $g^{(s)}: B_{t^{\prime}} \rightarrow \mathrm{X}, s \in[d(u)]$, obtained from $g$ as follows:

$$
g^{(s)}(v)= \begin{cases}g(v) & \text { if } v \neq u \\ s & \text { if } v=u\end{cases}
$$

We are now ready to determine $f_{t}(g, \pi)$. We set:

$$
f_{t}(g, \pi)=\min \left\{f_{t^{\prime}}\left(g^{s}, \pi^{j}\right)+\left|d(u)-g^{s}(u)\right| \mid j \in[q+1], s \in[d(u)]\right\} .
$$

Join Nodes Let the index of the join node be $t$, and the indices of its children be $t_{1}$ and $t_{2}$. To determine $f_{t}(g, \pi)$, we do the following. Let $g_{1}: B_{t_{1}} \rightarrow \mathrm{X}$ and $g_{1}: B_{t_{2}} \rightarrow \mathrm{X}$. We let $Q$ denote the collection of all pairs $\left(g_{1}, g_{2}\right)$ such that $g_{1} \in \mathcal{G}_{B_{t_{1}}}, g_{2} \in \mathcal{G}_{B_{t_{2}}}$ and $g_{1}(v)+g_{2}(v)=g(v)$, for all $v \in B_{t}$. Note that $B_{t}=B_{t_{1}}=B_{t_{2}}$. Then set:

$$
f_{t}(g, \pi)=\min \left\{f_{t_{1}}\left(g_{1}, \pi\right)+f_{t_{2}}\left(g_{2}, \pi\right) \mid\left(g_{1}, g_{2}\right) \in X\right\} .
$$

This completes the description of how the entries $\mathbb{T}(t)$ are computed for $t \in V_{T}$. The correctness of the algorithm follows from the description and the discussions preceding it. We check the unique entry corresponding to $\mathbb{T}(r)$ and check if the entry corresponding to the imbalance is at most $b$. If it is not so then there is indeed no permutation $\pi$ such that $\mathcal{I}(G, \pi)$ is bounded by $b$. If the answer is yes then one can construct in polynomial time a permutation $\pi$ of $V$ such that $\mathcal{I}(G, \pi) \leq b$ using standard backtracking procedure.

Note that the time taken by the algorithm is proportional to the size of the table stored at each node, time taken to fill the table entries and the total number of nodes in the tree decomposition. The number of nodes in $T$ is known to be linear in the number of vertices of the input Each table is of size at $\operatorname{most}(\Delta(G)+2)^{k+1}(k+1)!$. Each entry in the table can be filled in $\left(\Delta(G)^{2 k+O(1)}\right)$ (the join node could take this much amount of time). Thus the time taken by the algorithm is, therefore, $\mathcal{O}\left(\Delta(G)^{O(k)} k!\cdot n\right)$. This leads us to the following assertion:

Lemma 1. Given a graph $G=(V, E)$ along with a tree decomposition $\left(\mathcal{T},\left(B_{t}\right)_{t \in T}\right)$ of $G$ with width at most $k$, we can, in time $\mathcal{O}\left(\Delta(G)^{O(k)} k!\right.$. $\left.n^{O(1)}\right)$ check if there exists a permutation $\pi$ such that $\mathcal{I}(G, \pi) \leq b$.

## 4 Some Structural Observations

In this section, we establish that if the imbalance of a graph $G$ is $b$, then the treewidth of the graph is at most $b / 2$. More, in fact, is true: we will show that the imbalance of a graph is at least twice its pathwidth.

For our structural result we need an equivalent definition of pathwidth in terms of vertex separators with respect to a linear ordering of the vertices. Let $G$ be a graph and let $\sigma=v_{1} v_{2} \ldots v_{n}$ be an ordering of $V$. For $j \in[n]$ put $V_{j}=\left\{v_{i}: i \in[j]\right\}$ and denote by $\partial V_{j}$ all vertices of $V_{j}$ that have neighbors in $V \backslash V_{j}$. Furthermore define the set $\mathcal{E}\left(V_{j}\right)$ to be the set of edges with one endpoint in $V_{j}$ and the other in $V \backslash V_{j}$. Setting $v s(G, \sigma)=\max _{i \in[n]}\left|\partial V_{i}\right|$, we define the vertex separation of $G$ as
$v s(G)=\min \{v s(G, \sigma): \sigma$ is an ordering of $V(G)\}$.
The following assertion is well-known. It follows directly from the results of Kirousis and Papadimitriou [14] on interval width of a graph, see also [13].

Proposition 2 ([13, 14]). For any graph $G$, $v s(G)=p w(G)$.
We need one more graph parameter to establish our claims in this section. To this end, we have the following definition. Given a graph $G=(V, E)$ and an ordering $\sigma=v_{1} \ldots v_{n}$ of the vertices of $G$, we let $c w(G, \sigma)=\max _{i \in[n]}\left|\mathcal{E}\left(V_{i}\right)\right|$. We define the cutwidth of the graph $G$ as

$$
c w(G)=\min \{c w(G, \sigma): \sigma \text { is an ordering of } V(G)\} .
$$

From the definitions of vertex separation and cutwidth of the graph $G$ together with Proposition 2 we have the following observation.
Observation 1 For a graph $G, p w(G) \leq c w(G)$.
The main result of this section is following.
Lemma 2. Let $G=(V, E)$ be a graph then

$$
t w(G) \leq p w(G) \leq c w(G) \leq \frac{\mathcal{I}(G)}{2}
$$

Furthermore $\Delta(G) \leq \mathcal{I}(G)$ where $\Delta(G)$ is the maximum degree of $G$ and $\mathcal{I}(G)$ is the value of minimum imbalance of $G$.

Proof. Let $\sigma=v_{1} \ldots v_{n}$ be an imbalance minimizing ordering of $V$. Define the rank of a vertex $v, r(v)$, to be $\left|N_{r}(v, \sigma)\right|-\left|N_{l}(v, \sigma)\right|$. Then it is easy to observe that $\left|\mathcal{E}\left(V_{j+1}\right)\right|=\left|\mathcal{E}\left(V_{j}\right)\right|+r\left(v_{j+1}\right)$. Expanding this one can show that for any $j \in[n-1],\left|\mathcal{E}\left(V_{j+1}\right)\right|=\sum_{i} r\left(v_{j+1}\right)$.

Let $\pi$ be the permutation that minimizes the imbalance of $G$. Now, note that:

$$
\mathcal{I}(G)=\sum_{v \in V}| | N_{l}(v, \pi)\left|-\left|N_{r}(v, \pi)\right|\right| .
$$

Let $j$ be the index at which the quantity $\left|\mathcal{E}\left(V_{j}\right)\right|$ is the maximum (with respect to $\pi$ ). If there are multiple indices that witness this maximum, then let $j$ be the smallest among them. We may rewrite the sum above as:

$$
\mathcal{I}(G)=\sum_{i=1}^{j}\left\|N_{l}(\pi(i))-\left|N_{r}(\pi(i))\right|\left|+\sum_{i=j+1}^{n} \| N_{l}(\pi(i))\right|-\left|N_{r}(\pi(i))\right| \mid .\right.
$$

Now we show that each of the summands above is at least the cutwidth of the graph. Observe that:

$$
\sum_{i=1}^{j} \| N_{l}(\pi(i))\left|-\left|N_{r}(\pi(i))\right|\right| \geq \sum_{i=1}^{j} r_{j}=c w(G, \pi) \geq c w(G) .
$$

Let $\pi^{\prime}$ denote the permutation obtained by reversing $\pi$, that is, $\pi^{\prime}(i)=$ $\pi(n-i+1)$. Then we have,

$$
\begin{aligned}
\sum_{i=j+1}^{n} \| N_{l}(\pi(i))\left|-\left|N_{r}(\pi(i))\right|\right| & =\sum_{i=1}^{n-j}| | N_{l}\left(\pi^{\prime}(i)\right)\left|-\left|N_{r}\left(\pi^{\prime}(i)\right)\right|\right| \\
& \geq \sum_{i=1}^{n-j} r_{j}=c w\left(G, \pi^{\prime}\right) \geq c w(G) .
\end{aligned}
$$

This implies that $t w(G) \leq p w(G) \leq c w(G) \leq \mathcal{I}(G) / 2$.
Now we show the upper bound on the maximum degree of the graph. Note that it suffices to show that the maximum degree of the graph does not exceed $2 c w(G)$. Suppose not. Then there exists a vertex $v$ such that $d(v)>2 c w(G)$. Consider the cutwidth minimizing permutation, and note that the vertex $v$ must have more than $c w(G)$ neighbors to either it's right or left (possibly both, but this is the case at least in one direction). The cut just after or before $v$, depending on whether $v$ has more than $c w(G)$ neighbors to its left or right, is more than $c w(G)$, and this is a contradiction. This completes the proof of the lemma.

## 5 Imbalance as a parameter

We now consider the following problem:

```
ImBALANCE
    Instance: A graph G and a non-negative integer b\in\mathbb{N}\mathrm{ .}
Parameter: b.
    Problem: Decide if there exists a permutation \pi:V}->V\mathrm{ such that
        I}(G,\pi)\leqb
```

We use the approximation algorithm provided by Proposition 1 to check if the treewidth of the given graph is at most $1.5 b+1$. If the algorithm outputs no, we conclude, due to Lemma 2 that the imbalance of the graph is more than $b$. Otherwise, we obtain a tree-decomposition of width at most $1.5 b+1$. Using Lemma 1 , we can now check if the imbalance of $G$ is at most $b$. Now using the bounds obtained in Lemma 2 we conclude that this will require time $b^{\mathcal{O}(b)} n^{O(1)}$, which can be simplified to $2^{\mathcal{O}(b \log b)} n^{O(1)}$.

Theorem 1. Given a graph $G=(V, E)$ and a non-negative integer $b$, we can, in time $2^{\mathcal{O}(b \log b)} n^{O(1)}$ check if there exists a permutation $\pi$ such that $\mathcal{I}(G, \pi)$ is not more than $b$.

## 6 Conclusion

We have described an algorithm that checks, given a graph $G$ and a nonnegative integer $b$, if there exists a permutation of $V$ for which $\mathcal{I}(G, \pi)$ is at most $b$. Further, whenever the answer is positive, (one of) the corresponding permutation(s) can be computed. This is achieved in $2^{\mathcal{O}(b \log b)} n^{O(1)}$ time. Whether the running time can be improved to $2^{\mathcal{O}(b)} n^{\mathcal{O}(1)}$, remains open.

It is well-known that every problem that is FPT admits a kernel (see [15] for definition). While graph layout problems such as Treewidth, Pathwidth and Cutwidth are FPT $[3,5,17]$ one can easily show using recently developed machinery [4] that they are unlikely to admit polynomial kernels. Giving such a lower bound for Imbalance seems non-trivial, while a polynomial kernel for the problem would be the first such kernel for a graph layout problem. We think that whether Imbalance admits a polynomial kernel is an interesting open problem.
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